
Materials Science Under Extreme Conditions of Pressure 
and Strain Rate

B.A. REMINGTON, G. BAZAN, J. BELAK, E. BRINGA, M. CATURLA, J.D. COLVIN,
M.J. EDWARDS, S.G. GLENDINNING, D.S. IVANOV, B. KAD, D.H. KALANTAR,
M. KUMAR, B.F. LASINSKI, K.T. LORENZ, J.M. McNANEY, D.D. MEYERHOFER,
M.A. MEYERS, S.M. POLLAINE, D. ROWLEY, M. SCHNEIDER, J.S. STÖLKEN,
J.S. WARK, S.V. WEBER, W.G. WOLFER, B. YAAKOBI, and L.V. ZHIGILEI

Solid-state dynamics experiments at very high pressures and strain rates are becoming possible with high-
power laser facilities, albeit over brief intervals of time and spatially small scales. To achieve extreme
pressures in the solid state requires that the sample be kept cool, with Tsample � Tmelt. To this end, a
shockless, plasma-piston “drive” has been developed on the Omega laser, and a staged shock drive was
demonstrated on the Nova laser. To characterize the drive, velocity interferometer measurements allow
the high pressures of 10 to 200 GPa (0.1 to 2 Mbar) and strain rates of 106 to 108 s�1 to be determined.
Solid-state strength in the sample is inferred at these high pressures using the Rayleigh-Taylor (RT)
instability as a “diagnostic.” Lattice response and phase can be inferred for single-crystal samples from
time-resolved X-ray diffraction. Temperature and compression in polycrystalline samples can be deduced
from extended X-ray absorption fine-structure (EXAFS) measurements. Deformation mechanisms and
residual melt depth can be identified by examining recovered samples. We will briefly review this new
area of laser-based materials-dynamics research, then present a path forward for carrying these solid-state
experiments to much higher pressures, P � 103 GPa (10 Mbar), on the National Ignition Facility (NIF)
laser at Lawrence Livermore National Laboratory.

I. INTRODUCTION

HIGH-STRAIN-RATE materials dynamics and solid-state
deformation mechanisms have been a topic of great interest
for decades.[1–8] Materials response to shocks and other high-
strain-rate deformation has led to a number of theories, both
empirical and, more recently, physically based. There is a parti-
cular interest in developing and testing constitutive models
that allow continuum hydrodynamic computer codes to simu-
late plastic flow in the solid state. Models such as the
Johnson–Cook,[9] Zerilli–Armstrong,[10,11] mechanical threshold
stress (MTS),[12] thermal-activation–phonon-drag,[13,14] Steinberg–
Lund,[15] and Steinberg–Guinan[16] models are widely used in
the materials-dynamics community. These models have typically
been tested and “calibrated” with experiments on Hopkinson

bars, Taylor cylinders, and with high-explosive (HE)–driven
shock or compression waves at pressures up to a few tens of
gigapascals and strain rates of 103 to 105 s�1. We describe here
our progress toward developing experiments in a new regime
of materials science at much higher pressures (P �� 10 GPa)
and strain rates (d�/dt �� 105 s�1), where we anticipate new
dynamics and, possibly, new mechanisms of solid-state deform-
ation. To reach these very-high-pressure conditions in solids,
we use large laser facilities to focus macroscopic quantities of
energy into microscopic volumes, generating very-high-energy
densities (ELaser/Volume � P). The time sequence of the ensuring
dynamics in the samples under study is characterized with a
variety of time-resolved and time-integrated diagnostics.

To illustrate the potential for exploring new regimes of
extreme materials science, we present a list of ten fundamen-
tal questions that may be addressed with experiments at ultra-
high pressures and strain rates.

1. Are there upper limits on the dislocation density (�disloc)
and dislocation multiplication rate (d�disloc/dt) as strain
rates are increased to extremely high values, where
d�/dt �� 105 s�1?

2. Is there a “relativistic” regime at the highest d�/dt value (i.e.,
is there an absolute limit on dislocation velocity (udisloc)?

3. How much do initial conditions matter at ultrahigh shear
stresses and compressions?

4. Is Schmid’s law universally obeyed at extreme applied
shear stresses and d�/dt in single crystals?

5. What is the dominant deformation mechanism at ultrahigh
strain rates?

6. How does the Peierls–Nabarro stress scale to ultrahigh
pressures?

7. Does material strength continue to scale with shear mod-
ulus as P and d´/dt increase to extreme values (i.e., is 
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Table I. Key Symbols Used in the Description of Materials
Science at Extreme Pressures and Strain Rates

� material strength or flow stress (GPa)
�P height of the Peierls barrier (GPa)
�m mobile dislocation density (cm�2)
� strain (dimensionless)
�·, d�/dt strain rate (s�1)
b Burgers vector (Å)

, �u� average dislocation velocity (�m/ns 	 km/s)
ug dislocation velocity in the freeing gliding regime,

unimpeded by obstacles (�m/ns)

b average barrier or obstacle separation (�m)
D phonon drag coefficient (MPa-s)
tg time interval for a dislocation to glide freely from

one obstacle to the next (s)
tw time interval a dislocation spends waiting for a

thermal assist over the barrier (s)
�G activation energy required for a dislocation to sur-

mount a barrier at a given applied shear stress, �
F0 activation energy for a dislocation to surmount the

barrier at T 	 0 K
�a dislocation attempt frequency (i.e., thermal vibration

frequency) (s�1)
v Debye frequency (s�1)
L length of a dislocation segment (�m)
w width of a pair of kinks at the critical separation

(for stability) in a dislocation (�m)
a separation between Peierls valleys (�m)
Un energy to nucleate a kink pair in a dislocation (eV)
Uk energy to nucleate a single dislocation kink (eV)

a atomic vibration frequency (s�1)
� atomic volume (Å3)
T temperature (eV or K)
P pressure (GPa)
G shear modulus (GPa)
� mass density (g/cm3)
� 	 �/�0 compression (dimensionless)
EL laser energy (kJ)
IL laser intensity (W/cm2)
�eff effective lattice viscosity (cm2/s)
� Rayleigh-Taylor instability growth rate (s�1)
A Atwood number: (�2 � �1)/(�2 � �1)
k k 	 2�/
 	 sinusoidal perturbation 

wave number (�m�1)
g acceleration or effective gravity (�m/ns2)
�(k) absorption coefficient (�m�1)
�(k) normalized absorption coefficient (dimensionless)

u�

there any limit to how strong a material can be as pres-
sure is increased “without bound”)?

8. What is the time scale for solid-to-solid, solid-to-liquid,
and liquid-to-solid phase transitions?

9. Does a natural length scale exist and have an effect in
plastic flows at very high strain rates?

10. Are there novel states or phases of matter that can be
accessed or created by the application of extreme pres-
sures over ultrashort durations?

In this article, we give an overview of our work to create
an ultrahigh pressure–strain rate deformation-dynamics test-
bed. Our article is organized as follows.

Constitutive models are discussed in Section II, and Sec-
tion III contains a description of the experimental methods for
creating these conditions of high pressures and strain rates in
solid-state samples (i.e., the “drive”). In Section IV, we describe
the techniques developed to infer material strength at high
pressure and strain rate, and in Section V, we discuss the devel-
opment of recovery techniques to infer integral information
such as the average strength, peak pressure, and how much of
the sample melted on release. In Section VI, we present progress
in developing lattice diagnostics such as diffraction and
extended X-ray absorption fine-structure (EXAFS) measure-
ments. We discuss the outlook for the future in Section VII.

II. CONSTITUTIVE MODELS

Constitutive models offer a convenient way for solid-state
deformation dynamics to be included into continuum hydro-
dynamics codes for integrated simulations. At the high strain
rates relevant to the work described in this article, thermal
activation and dislocation glide along slip planes are believed
to be the fundamental mechanisms underlying deform-
ation.[3,13–15] Resistance to dislocation transport microscopically
is then what is referred to as material strength macroscopically.
In the thermal-activation regime, when a shear stress is applied,
dislocations are assumed to be pinned against barriers, until
a thermal fluctuation can assist them over the obstacle to glide
to the next barrier. In this “jerky-glide” regime,[14] the strain
rate is given by Orowan’s equation, 	 �mb , where 	

b/(tw � tg) is the average dislocation velocity, 
b is the aver-
age distance between barriers, tw is the time spent waiting
for a thermal assist, and tg is the time interval to freely glide
to the next barrier. When the dislocations are freely gliding
between obstacles at a velocity of ug, an equilibrium drag
equation gives �b 	 Dug, where ug 	 
b/tg, � is the applied
deviatoric stress, b is the Burgers vector, and D is the phonon-
drag coefficient. (Table I provides definitions of symbols.)
The interval of time that a pinned dislocation spends waiting
for a thermal assist (tw) is described by an Arrhenius rate equa-
tion, tw 	 ��1

a exp (�G/kT), where �a is the dislocation-attempt
frequency, �G is the activation energy required to surmount
the barrier at a given applied shear stress (�), and T is the lat-
tice temperature. These equations can be combined to give
the thermal-activation constitutive equation,

[1a]�
#

	
rmb2

b

�bna

 exp a�G

kT
b �

D
s

uu�
#

where

[1b]

Here, F0 represents the energy required to push the dis-
location over the barrier at T 	 0 K, �MTS corresponds to the
mechanical threshold stress (the stress at T 	 0 K required
to surmount the peak of the barrier), and p and q represent
barrier-shape parameters.[3]

The previous discussion assumes rigid dislocations that
are undistorted in surmounting a barrier. This assumption is
not appropriate for the strong Peierls barriers, (�P) of a bcc
lattice. In surmounting �P in a bcc lattice, the dislocation
bows considerably, nucleating and propagating a pair of dis-
location kinks. To describe this process, one again starts
with an Arrhenius equation for the kink-pair nucleation

�G 	 F0 °1 � a s

tMTS
bp¢

q

05-03-215A-Symp.qxd  8/11/04  3:47 AM  Page 2588



METALLURGICAL AND MATERIALS TRANSACTIONS A VOLUME 35A, SEPTEMBER 2004—2589

rate, �n � , where w corresponds to the width

of the critical pair of kinks. Here, �b/w represents an approx-
imate frequency of vibration of the dislocation, � being the
Debye frequency, and L/2w is approximately the number
of wave lengths along the dislocation line at which nucleation
might occur.[2] Together with Orowan’s equation for � � �P

(i.e., thermal-activation regime), and noting that the average
velocity of a dislocation moving as a result of nucleation
of pairs of kinks is un � a�n, gives

[2a]

Here, a corresponds to the separation between Peierls val-
leys in the bcc lattice. A variation on this was proposed by
Hoge–Mukherjee,[13] who generalized the equation to include
the phonon-drag regime when � � �P, giving

[2b]

where 2Uk corresponds to the energy to form a pair of kinks
in the dislocation segment.

The regimes we expect to access are at pressures and strain
rates that are factors of 10 to 1000 higher than where con-
stitutive equations such as Eq. [2b] have been reliably tested.
Hence, precisely how Eq. [2b] scales with pressure and strain
rate is a question central to our research. Following Frost
and Ashby,[8] we will assume that the key physical compo-
nents scale individually, according to �P�G, Uk�Gb3, and
b���1/3, where � 	 �/�0 represents compression (where �0

and � represent the ambient and compressed densities). The
phonon-drag coefficient, D, also scales with T and �, due
to the lattice phonon density. Starting from D � kT/(�
a),
where 
a is the atomic frequency and � is the atomic vol-
ume,[3,14] we can write

[2c]

where uthm is the thermal atomic velocity, ratom is the radius
of the atom, �0 is the atomic volume at ambient conditions,
and � 	 �/�0. The scaling of D with temperature and com-
pression, then, is given by[17]

[2d]

The density of phonon modes increases with both � and T,
as does D. Hence, the resistance to dislocation motion
and, therefore, strength, should increase with T in this regime,
which is opposite to the dependence of strength with temper-
ature in the thermal-activation regime. Two more sophisticated
constitutive models based on thermal activation are the MTS
model[12,18] and the PTW model.[19] The latter model claims to
be applicable over 15 decades of strain rate (10�3 to 1012 s�1)
and would seem to be ideally suited for describing the laser-
based, high-strain-rate experiments discussed here.

To illustrate the dynamics of the Hoge–Mukherjee[13] model
(Eq. [2b]) more clearly, consider two regimes, � � �P and

D ~ 
T

�va
 ~ 

T

(�o/h)h1/3T1/2 ~ h
2/3T1/2

va ~ 
uthm

ratom
 ~ 

T1/2

�1/3 	
T1/2

(�0/h)1/3 ~ h
1/3T1/2

�
#

	
rmb2

2w2

Lan
 exp a2Uk

kT
 a1 �

s

sP
b2b �

D
s

�
# � armab2Lv

2w2 be�(Un/kT)

nb
w

 
L

2w
 e�Un/kT � � �P. In the thermal-activation regime, (� � �P), the effect

of phonon drag is negligible. Setting D � 0, Eq. [2b] can be
rearranged to give

[2e]

where 0 	 �mb2La�/(2w2) is assumed to be a constant. In this
regime, the dominant effect on strength is through the Peierls
stress (�P), and the strain rate enters only logarithmically.
Furthermore, �P�G,[8] so material strength is expected to scale
with the shear modulus and, hence, increase with pressure.
Conversely, for � � �P, the Arrhenius exponential portion
to Eq. [2b] disappears, since now tw 	 0, leaving

[2f]

In this regime, strength scales directly with the strain rate
and drag coefficient and inversely with the mobile disloca-
tion density (�m). The scaling of Eq. [2f] in particular, the
fact that � increases without bound with increasing , has
been called into question on physical grounds by Steinberg
et al.[16]

An alternate constitutive equation that explicitly includes
pressure, temperature, and compression, proposed for
extremely high strain rates, is the Steinberg–Guinan model.[16]

The basis for this model is the assumption that above some
critical strain rate (�105 s�1), all effects due to strain rate
have saturated, and material strength becomes independent
of strain rate. The only parameters that effect strength in
this model are P, T, �, and strain (�). The model is essen-
tially a first-order Taylor expansion in pressure and tem-
perature, with a work-hardening prefactor ( f(�)) and a small
correction for compression,

[3a]

[3b]

[3c]

where �0 and G0 are the ambient strength and shear modulus,
� 	 �/�0 is the compression, and 	 ∂G/∂P and 	 ∂G/∂T
are the partial derivatives of shear modulus with pressure and
temperature, respectively. It is assumed that the rate of change
of strength with P and T is the same as that of the shear mod-
ulus, an assumption that is unproven at extreme conditions,
due to lack of controlled data.

The Steinberg–Lund model[15] is a combination of the two
models just described and is written as

[4a]

where the thermally activated term, �T ( , T ), is determined by

[4b]�
#

	
1

1

C1
 exp a2Uk

kT
 a1 �

sT

sP
b2b �

C2

sT

�
#

s 	 1sT (�# , T)� sA f(�)2G(P,T )

G0

G¿
TG¿

P

f(�) 	 (1 � b(�i � �))n

G 	 G0 a1 � aG¿
P

G0
b P

h
1/3 � aG¿

T

G0
b(T � 300)b

s 	 s0 f(�)a1 � aG¿
P

G0
b P

h
1/3 � aG¿

T

G0
b(T � 300)b

�
#

s �
D

rmb2 �#

�
#

s � sPa1 � a kT

2Uk
b1/2

 (ln �# 0 � ln �# )1/2b
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and is assumed applicable only when � � �P. For � � �P,
Eq. [4a] becomes � � �A f(�)G/G0, which is essentially
Eq. [3a], the Steinberg–Guinan, -independent model. Note
that Eq. [4b] is identical to the Hoge–Mukherjee model
(Eq. [2b]), provided that C1 	 �mLab2v/(2w2) 	 0 and C2 	
D/(�mb2). In Eq. [4], �A, C1, Uk, �P, and C2 are all assumed
to be constants, and the scaling with P and T is taken into
account with the G/G0 overall factor in Eq. [4a].

To illustrate the mechanics of these models, we plot the
results from the Hoge–Mukherjee model (Eq. [2b]) over a

�
#

�
#

range of pressures in Figure 1(a) and of temperatures in Fig-
ure 1(b), assuming �P � G, Uk � Gb3, b � ��1/3, and D �
�2/3T1/2 scaling, and assuming that �m, w, L, a, and v are con-
stant. The input-parameter set given for Ta in References 13
and 15 is used and reproduced in the figure caption. Figure 1(a)
shows applied shear stress (strength) vs strain rate for pressures
ranging from ambient to 500 GPa (5 Mbar), assuming the
temperature is held fixed at room temperature. The thermal-
activation region dominates at strain rates below �105 s�1,
where � � �P, and phonon drag dominates at d�/dt � 105 s�1,

(a) (b)

(c)

Fig. 1—Applied shear stress vs strain rate for the Hoge–Mukherjee thermal activation-phonon drag constitutive model for Ta.[13,15] The parameters used were
taken from Refs. 13 and 15, and correspond to a � b 	 2.86 Å, L/b 	 104, w/b 	 24, Uk 	 0.31 eV, D 	 10�10 MPa�s, �m 	 107 cm�2, � 	 1013 s�1, and
�P 	 1 GPa. (a) Holding temperature fixed, scaling pressure over the range (bottom to top) 0.1, 10, 100, and 500 GPa. (b) Holding pressure fixed at
500 GPa, scaling temperature over the range (top to bottom) 0.025, 0.05, 0.1, 0.2, and 0.3 eV. (c) Holding pressure fixed at 500 GPa, and temperature fixed
at 0.1 eV, scaling mobile dislocation density over the range (left to right) �m 	 107, 108, 109, and 1010 cm�2, respectively.
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where � � �P. For comparison, the strain-rate-independent
results from the Steinberg–Guinan model of strength (Eq. [3])
are shown by the horizontal lines, for d�/dt � 105 s�1. The
scaling of Hoge–Mukherjee strength with temperature over
the range kT 	 1/4 to 0.3 eV is shown in Figure 1(b). Note
the strong drop in strength with temperature in the thermal-
activation regime (d�/dt � 105 s�1), whereas in the phonon-
drag regime (d�/dt � 105 s�1), the strength actually increases
with increasing temperature. This is due to the increased resis-
tance from dislocation-phonon scattering due to the higher
phonon density at higher temperatures.[17] For example, in
the thermal-activation regime at d�/dt � 103 s�1, as T increases
from 1/40 to 0.3 eV, strength decreases by a factor of �6,
whereas in the phonon-drag regime at d�/dt � 106 s�1, the
strength increases by a factor of �3 for this increase of T. In
Figure 1(c), the predicted variation of strength with disloca-
tion density is shown over the range �m 	 107 to 1010 cm�2.
The effect of higher dislocation densities is to translate the
curves to the right-hand side (higher ), since, for all other
parameters held fixed, � �m (Eq. [2b]). The time-dependent
mobile dislocation density at high strain rates is very uncertain;
hence, so also is the point of transition from thermal activation
to phonon drag. Note also that the Steinberg–Guinan strength
is independent of dislocation density, the assumption being
that at these high strain rates, �m has saturated.

In summary, there is great uncertainty in the constitutive
response of materials at d�/dt � 105 s�1. Determining which
model applies will require experimental data at these high strain
rates. Measurements of strength even at the 30 to 50 pct level
of accuracy could be helpful here to help establish which mech-
anism is at play in � 105 s�1 deformations.

III. SHOCKLESS-DRIVE DEVELOPMENT

In this section, we show the results of two experimental
techniques for generating a high-pressure “drive” to com-
press samples in the solid state at high strain rates. Each tech-
nique has been experimentally demonstrated at pressures up
to �102 GPa. Scaling simulations show that in future facil-
ities, this technique should be able to drive samples in the
solid state to much higher pressures (P � 103 GPa).

We show in Figure 2 the results from a new shockless
drive[20] that has been developed on the Omega laser.[21] The
target consists of a low-Z, low-density reservoir (either low-
density carbon foam or solid-density plastic) of nominal thick-
ness of 0.2 to 0.4 mm, followed by a 0.4 to 0.8 mm vacuum
gap, then an Al sample, as illustrated in Figure 2(a). A laser
pulse with an energy of 0.5 to 2.0 kJ in a temporally square
pulse shape with a duration of 4 to 11 ns is used to drive a
strong shock through the low-Z reservoir. When the shock
reaches the back side (the side opposite where the laser was
incident), the reservoir unloads into vacuum as a gas of
“ejecta.” The pressure that is applied to the sample results
from the increasing ram pressure, Pram 	 �ejecta , which
increases smoothly and monotonically in time as the reser-
voir unloads, until the reservoir material is depleted. This tech-
nique for generating shockless compression was modeled after
the early work of Barnes using high-explosive (HE)–driven
shock as the source of the shock in the reservoir.[22]

The pressure wave is measured with a line-velocity inter-
ferometer[23] viewing the back side of a 10 to 30 �m flat Al

n
2
ejecta

�
#

�
# �

#

sample, an example image of which is shown in the inset of
Figure 2(a). This particular shot used a 300-�m-thick carbo-
nized resorcinol foam reservoir with a density of 100 mg/cm3

with a 430 �m gap, and a 29.4 �m Al sample, was shot at
a laser intensity of 5 � 1012 W/cm2, and used 0.87 kJ of laser
energy in a 3.7-ns-long square laser pulse.[20] The horizon-
tal direction of the image in the inset is the “streak” or time
direction, and the vertical direction corresponds to the trans-
verse position along the sample. The interference fringes in
the velocity-interferometer diagnostic are proportional to
velocity, with each fringe shift �, (marking a fringe position)
corresponding to a known velocity increment, (�v). Thus,
measuring the fringe shift vs time and position on the foil is
a direct measure of the velocity of that location of the back
side (free surface) of the foil, as shown by the curve labeled
UFS in Figure 2(b). There are no shock discontinuities observ-
able in the UFS(t) trace, meaning that the rising pressure pulse
is shockless. Using the standard hydrodynamic equations,
with a known equation of state for Al, allows the free-sur-
face velocity profiles to be backintegrated to infer the applied
pressure vs time at the front surface of the Al sample,[24]

as illustrated by the curve labeled “P” in Figure 2(b). The
peak pressure in the sample is directly proportional to
the shock pressure in the reservoir, Pres, which (based on

numerical simulations) scales as .

Here 
L, IL and tL correspond to the laser frequency, intensity
(W/cm2), and laser pulse length, respectively, for an experi-
ment optimally designed for maximum pressure and rise
time.[20] This scaling can be expressed in terms of total laser

energy, EL, by noting that and for an optimized

design , where �, Lres, vshk, and 

�0 correspond to laser spot size, reservoir thickness, shock
velocity, and initial density in the reservoir, respectively. Com-
bining these three relations gives

[5]

This shows that to achieve higher pressures requires increas-
ing EL (at a given tL) or decreasing tL (at a given EL), both
of which increase the laser intensity and, hence, shock pres-
sure in the reservoir. The disadvantage of decreasing tL,
which increases IL, is that the pressure pulse steepens more
rapidly into a shock wave at high pressure, possibly melting
or vaporizing the target, and the strain rate increases.

This backintegration analysis technique exhibits some sen-
sitivity to the material strength of the sample. To illustrate
this, we assume the pressure vs time shown by the curve
labeled P in Figure 2(b), then apply this in the “forward”
direction with a hydrodynamics code (CALE), varying the
assumed material strength of the Al sample, as shown in Fig-
ure 2(c). Assuming no strength (� 	 0) leads to the dashed
curve. The temporal modulations result from the fact that the
Al sample was moderately thin (29.4 �m). When the com-
pression wave first reaches the back side of the foil, the
applied pressure is still rising on the front side of the foil.
This leads to the compression-wave reverberation observed

Psample � 
(�0 EL)0.43

t1.37
L

 avL

3
b0.28

fL�Lres�nshk tL� aPres

�0

b1/2

tL

IL�
EL

f
2
L tL

Psample�Pres�
v

0.5
L  I0.76

L

t0.13
L
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in the simulation (Figure 2(c)) and in the data (inset of Fig-
ure 2(a)). The effect of material strength in the sample tends
to smooth out these reverberations, because each compression
wave does work against the strength of the sample, which
generates heat, thus, damping out the waves. If we assume
nominal Steinberg–Guinan strength (not shown), the result
would be essentially indistinguishable from the � 	 0 case,
suggesting that this damping effect is predicted to be rather
weak. Even if the strength were 4 times larger than the nom-
inal Steinberg–Guinan strength (� 	 4�SG), shown by the
dotted curve in Figure 2(c), the damping effect would still
be very small, and probably not observable. Increasing the
assumed strength in this one-dimensional (1-D) simulation
to 8 times the Steinberg–Guinan strength (� 	 8�SG) finally
does produce an observable damping effect, as shown by the
solid curve in Figure 2(c). This raises an intriguing possi-
bility. In the strength experiments being designed for the
National Ignition Facility (NIF) laser[25,26] at pressures in

excess of 103 GPa, the strength is predicted to increase sig-
nificantly, by factors of 10 or more, due to pressure hard-
ening in some metals. The damping out of reverberations in
velocity-interfeometer measurements may allow the strength
of the sample at very high pressures to be inferred.

The results of a series of experiments done with Al sam-
ples 15 to 30-�m-thick on the Omega laser, spanning peak
strain rates of 5 � 106 to 5 � 107 s�1, are illustrated in Fig-
ure 2(d). As the peak pressure increases from �15 to
�50 GPa, the rise time of the pressure pulse decreases from
�12 to �3 ns; hence, the strain rate of the sample increases.
If these pulses were to traverse thicker samples, the pressure
wave would steepen into a shock with a rise time of
�trise time � 1 ns, as verified by separate experiments (not
shown). The strain rate in the sample depends on three
factors: (1) the sound speed in the reservoir at shock break-
out, which determines how rapidly the reservoir unloads; (2)
the gap size, which determines how spread out in time the

(a) (b)

(c) (d)

Fig. 2—(a) Configuration for the laser-driven shockless compression drive. The inset shows a “raw” velocity interferometer trace, where the diagnostic is
viewing the back surface of a 29-�m-thick Al sample compressed with this shockless drive. (b) Free surface velocity history (curve labeled UFS) measured
with the velocity interferometer off the back surface of the Al sample, and inferred pressure on the front surface of the Al (curve labeled P) using a “back inte-
gration” analysis technique.[24] The time t 	 0 here corresponds to when the applied pressure on the front of the Al sample begins. (c) Similar to (b) only plot-
ted over a longer time interval for these same data, and adjusted so that t 	 0 corresponds to when the laser is first incident on the reservoir. The dashed curve
assumes no material strength in the Al sample (� 	 0), whereas the dotted and solid curves assume strengths of � 	 4�SG and 8�SG, respectively. As the strength
of the sample is increased, the degree of the modulations in time is softened or smoothed out, due to the damping caused by the reverberating compression
waves doing work against the strength of the sample. This work goes irreversibly into heat in the sample. (d) Pressure histories measured for four different
laser shots on the Omega laser, spanning peak pressures ranging from 20 to 50 GPa, and corresponding strain rates of 5 � 106 s�1 to 5 � 107 s�1.[20]
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unloading ejecta becomes; and (3) the compressibility of
the sample, which determines its compressional strain. To
see how varies with these parameters, we do the follow-
ing approximate analysis. Assume a polytropic equation of
state (EOS) for the sample, P � �n, i.e., � � p1/n. Then,

� 1/3 � /��1/n � p
.
/p. But, is a

characteristic time scale over which pressure changes occur
and should be proportional to the pressure-rise time. So, the
strain rate varies as . Here, the n in the denominator
represents the compressibility of the sample. A smaller n
value means greater compression and, hence, greater strain
over the same time interval, or a greater strain rate. The L
in the denominator represents the gap size. A large L value
spreads out the reservoir ejecta in time, slowing down the
pressure-rise time, hence, lowering the sample strain rate.
The Cs in the numerator represents the sound speed in the

shock-compressed reservoir, . The strain rate

goes up, therefore, with a stronger shock or lower density in 

the reservoir. Combining gives . By varying

the laser intensity (which determines Pshk in the reservoir),
initial reservoir density, and gap size in the experiments on
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the Omega laser, a factor-of-�20 span in pressure and strain
rate, (10 to 200 GPa, 5 � 106 to 1 � 108 s�1) has been
achieved with this shockless drive. Also, apart from a thin
surface layer on the drive side, the sample compression is
nearly isentropic, since there is no shock.[27]. 

In Figure 3 an alternate approach, using staged shocks to
achieve high pressures and strain rates in the solid state, is
illustrated. In this experiment, done on the Nova laser,
�14 kJ of laser energy was focused into a �5 � 3 mm Au
cylindrical radiation cavity (hohlraum) to create a Planckian
radiation drive, as illustrated in Figure 3(a).[28,29,30] The sam-
ple was mounted over a hole in the wall of the hohlraum at
the midplane. The 20 �m Al sample (�0,Al 	 2.7 g/cm3) was
mounted behind 20 �m of CH(2 pct Br) ablator (�0,CH(Br) 	
1.2 g/cm3), which converted the radiation flux into ablation
pressure. The laser-power history is shown in Figure 3(b)
and corresponds to a 0.8 TW, 4-ns “foot,” followed by an
intermediate step, then a peak of �3 TW for a duration of
3 ns. Simulated temporal profiles for density, pressure, tem-
perature, and melt temperature in the Al near the CH(Br)/Al

(a) (b)

(c) (d)

Fig. 3—(a) Configuration for a radiation driven, staged-shock compression of a CH(2 pct Br)-A16061 target, using the Nova laser. (b) The required laser
power vs time, showing a foot, intermediate step, and peak. (c) The corresponding density, pressure, melt temperature, and temperature vs time in the Al
sample from a 1-D LASNEX simulation for this staged-shock drive. (d) The corresponding strain vs time, showing the shocks and reverberations. Smooth
fits show an average strain rate of 7 � 107 s�1 early in the drive, dropping to 3 � 107 s�1 later.[29]
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interface are shown in Figure 3(c). The foot in the laser pulse
launches an initial 30 GPa shock that generates an �25 pct
compression wave in the Al, followed by a second shock
driven by the peak of the drive, reaching 160 GPa, at a peak
compression of �/�0�1.8. The laser pulse turns off at 8.5 ns,
after which the pressure in the Al decays away in a series
of reverberation waves. The resulting strain vs time in the
Al from the simulations is shown in Figure 3(d), reaching
a maximum of 0.9 by 20 ns. During the peak of the drive,
the average strain rate from a straight-line fit was about 7 �
107 s�1, falling to about 3 � 107 s�1 later in the drive. This
experiment was done on the Nova laser, which has since
been shut down and dismantled.

IV. MATERIAL STRENGTH AT HIGH 
PRESSURE AND STRAIN RATE

To dynamically infer material strength, hydrodynamic insta-
bility experiments have been developed,[28,29,30] following the
technique demonstrated in the early work by Barnes et al.[22]

By accelerating a metal sample or payload with a lower-
density, higher-pressure “pusher,” a situation is created where
the interface is hydrodynamically unstable to the Rayleigh–
Taylor (RT) instability. Any pre-existing perturbations will
attempt to grow, whereas material strength will act to counter
or slow this growth. Therefore, by measuring the RT growth
of machined sinusoidal ripples in metal foils that are accel-
erated by the drive and comparing the observed perturbation
growth with that expected for an equivalent liquid target, the
material strength at high pressures and strain rates may be
inferred. We have derived an analytic result to illustrate how
RT experiments can be used to infer material strength. Start-
ing from the linear theory for RT growth of a layer of fluid
of given thickness (h), viscosity (�), and surface tension (T),[31]

we replace the surface tension with G/k,[30] and then define
an effective lattice viscosity as �eff 	 �/61/2 � . This leads to
a RT dispersion curve of the form

[6a]

where � is the RT growth rate; that is, perturbations of an
initial amplitude of �a0 and wave number of k 	 2�/
 grow
at �a(t) 	 �a0e

�t. Here, the Atwood number at the interface
is and g is the layer
acceleration. This has the solution

[6b]

where C 	 tanh(kh) � (kG/� � Ag). Notice, in the limit that
veff 	 0 and G 	 0 (the classical result for incompressible,
inviscid fluids), �2 	 Akg is recovered. In the elastic regime,
the perturbation growth is reversible, and veff 	 0, but G is
finite. In the plastic-flow regime, G 	 0, but veff corresponds
to the effective lattice viscosity given previously, and the
RT-induced deformation is irreversible. Note that a high
material strength or low strain rate correlate with high lattice
viscosity, which lowers the RT growth rate. Conversely, if
the RT growth and � d/dt(2�a)1/(
/2) 	 4� /
 are meas-
ured, then average material strength at high pressure can be
inferred by the previous equations.

a
#

�
#

g 	 veff k
2 aa1 � a C

v2
eff k

3 bb1/2

� 1b

A 	 (rAl � rCH(Br2))>(rAl � rCH(Br))

g
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One technique to dynamically measure the growth of
ripples is with time-resolved face-on radiography. Consider,
for example, the experimental configuration shown in Fig-
ure 3(a). The metal samples of Al6061 were machined with
sinusoidal ripples with wave lengths of 10, 20, and 50 �m
and peak-to-valley heights of 1 �m, then were thermally
press fitted onto CH(Br) ablators. Each target package is
mounted over a hole in the wall of the radiation cavity
(hohlraum). The radiation deposits its energy in the CH(Br)
at the ablation front, generating an ablation pressure which
pushes on the higher-density Al sample, causing it to accel-
erate. In the accelerating reference frame of the interface,
the higher-density Al is “sitting on top of” the lower-density
CH(Br) fluid, a configuration which is hydrodynamically
unstable due to the Rayleigh-Taylor (RT) instability. The
tips of the ripples of Al will try to “sink to the bottom,”
causing the ripple amplitude to grow. Additional laser beams
are delayed by 10 to 21 ns and focused onto a Sc disk, creat-
ing a burst of 4.3 keV He-� X-rays. These hard X-rays pen-
etrate the foil in-flight and are recorded in a gated X-ray
pinhole camera.[32] As the perturbations at the CH(Br)/Al
interface grow due to the RT instability, the differential
absorption (contrast) of the “backlighter” X-rays is increased.
The thick regions of the Al absorb more than the thin regions,
so the growing ripples can be measured with good spatial
(�10 �m) and time (� 1/2 ns) resolution. An example of
such an in-flight radiograph is shown in Figure 4(a), from
an experiment driven with the hohlraum drive shown in Fig-
ure 3.[29] The target was 20 �m CH(2 pct Br) backed by
20 �m Al6061-T6. The dark vertical stripes shown in the
radiograph in Figure 4(a) correspond to the peaks of the rip-
ples (the RT “spikes”), and the bright (white) regions corres-
pond to the valleys (the RT “bubbles”). From analysis of a
series of such laser shots done on the Nova laser, perturbation
growth factor vs time was determined for the three wave
lengths measured, as shown in Figures 4(b) through (d). The
squares and the circles correspond to the same data, only
analyzed in two different ways. Each represents the average
over several (five to 15) independent data points under nom-
inally identical conditions, and each individual datum was
assigned an error bar. The squares are a weighted average
of the individual points, and the error represents the statis-
tical error of the mean. The circles result if each individual
data point is given equal statistical weight, and the error bars
now represent the standard deviation of the full distribution
that went into the average. This latter representation reflects
the level of scatter present in the individual data points.[29]

The curves represent two-dimensional (2-D) simulations
with the code LASNEX, using the Steinberg–Guinan consti-
tutive model[16] (Eq. [3]). In all cases, the curves represent
simulated face-on radiographs, including the experimental
resolution function, and analyzed for growth factor of the
Fourier fundamental mode of contrast, in the same manner
as the data. The dotted curves assume that the Al was liquid,
that is, the material strength in the Al was set to � 	 0.
The solid curve represents the result if � 	 �SG throughout
the simulation, that is, if nominal Steinberg–Guinan strength
were used. Looking at all three ripple wave lengths, we con-
clude that neither of these two calculations satisfactorily
reproduces all of the data. The calculation using the nomi-
nal Steinberg–Guinan model underpredicts the growth of the
10-�m ripple throughout, underpredicts the growth of the
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(a) (b)

(c) (d )

Fig. 4—(a) In-flight radiograph of a solid-state Rayleigh-Taylor (RT) experiment using thin foils of A16061. (b) through (d) Perturbation growth factors
vs time for preimposed wavelengths of 
 	 (b) 50 �m, (c) 20 �m, and (d) 10 �m, and initial amplitudes of �0 	 0.5 �m for each. The upper dotted curves
correspond to 2-D LASNEX simulations, assuming that the Al was liquid (strength � 	 0). The solid curves assume Steinberg–Guinan strength (� 	 �SG)
throughout the simulation. The dot-dashed curves assumed � 	 0 for t � 13 ns and � 	 GSG/10 for t � 13 ns.[29]

20-�m ripple early in time (16 ns), and slightly overpredicts
the growth of the 50-�m rippled data late in time (21 ns).
The liquid calculation (� 	 0 throughout) overpredicts the
late-time data for all three wave lengths, with the discrep-
ancy being the most severe for the 10 and 20 �m ripples.
To gain some insight, additional simulations were done with
� 	 0 for t � 13 ns, then with � 	 �SG thereafter. These
simulations (not shown) were very similar to the � 	 0 (liq-
uid) simulations shown by the dotted curves. The strength
required to stop material from flowing once the perturbation
has grown by a factor of �10 and acquired finite flow veloc-

ities is significantly greater than that predicted by the nominal
Steinberg–Guinan model. The dotted-dashed curves corres-
pond to simulations with � 	 0 for t � 13 ns, then with � 	
GSG/10 � 5�SG thereafter. The motivation for setting � 	
GSG/10 was to see the effect of setting the strength to be
that of an ideal crystal (no dislocations) within the
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Steinberg–Guinan model at t � 13 ns. Interestingly, this ad
hoc model does better reproduce the trends of the data. In
the 13 to 17-ns time interval, this flow stress (GSG/10) is
approximately � � 5 GPa.

The conclusion (� � 0 early in time and � � 5 GPa later in
time) may be more significant than whether or not the
Steinberg–Guinan model is right or wrong. We consider what
such a large flow stress would imply within the Hoge–Mukher-
jee model.[13] The high strain rates (several times 107 s�1) would
imply that the deformation falls within the phonon-drag regime
(Figure 1); hence, from Eq. [2f], we write � � D /(�mb2). If
we take D 	 5 � 10�3 dyne.s/cm2 and b 	 2.86 Å for
Al6061[33,34] and assume D � �2/3 T1/2 (Eq. [2d]) and b �
��1/3 scaling, where � 	 �/�0 is the compression, then � �

�
#

5 GPa implies �m 	 9 � 109 � 1010 cm�2. This value for
mobile dislocation density is significantly larger than the 3 �
107 cm�2 value deduced in Reference 33 in a strain-rate-
independent analysis of their wave-profile data in Al6061 at
Pmax � 2 GPa. But, �m � 1010 cm�2 is comparable to the experi-
mental values quoted for residual dislocation densities in
shocked Cu at Pshk 	 20 to 40 GPa.[35,36] Therefore, in the con-
text of the phonon-drag model, a flow stress of 5 GPa at strain
rates of several times 107 s�1 is not unphysically large. Whether
or not this model and analysis really apply will require further
experimental data in a similar regime.

Close examination of the radiograph shown in Figure 4(a)
shows a random three-dimensional (3-D) structure superposed
on the 2-D single-mode sinusoidal ripples. We consider
whether this 3-D random structure could be related to the ini-
tial grain structure, shown in a face-on view in Figure 5(a).
The grains in the face-on view had sizes of 10 to 50 �m,
that is, the same size as the wave lengths of the preimposed
ripples whose RT growth we are measuring. The foils were
rolled to 20-�m thick, and, in this thin (axial) direction, the
grains were severely flattened to 1 to 2 �m in thickness. To
access whether the random 3-D pattern observed is grain
related, we did the following analysis. In Fourier space, the

(a) (b)

(c) (d)

Fig. 5—(a) Initial grain structure (face-on view). (b) Initial grain structure (left), and inflight radiographs (middle, 
 	 50 �m, and right, 
 	 20 �m) from
the Rayleigh–Taylor experiment. (c) Pattern corresponding to the initial grain structure (left) vs the patterns observed on the in-flight radiographs (middle,

 	 50 �m and right, 
 	 20 �m). (d) Power spectra of the set of three patterns shown in Fig. 5(c).
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2-D sinusoidal ripples were removed, then, in physical space,
the remaining structure was analyzed with a pattern-recognition
algorithm, as shown in Figures 5(b) and (c). Qualitatively, all
three patterns shown in Figure 5(c) look rather similar. To
quantify this comparison, the power spectra of these patterns
are shown in Figure 5(d). The correlation between the random
structure in the in-flight radiographs with the initial grain
structure is not perfect, but close enough to motivate asking
what affect the grains might have in this experiment.

Examination of Figure 3(c) shows that the Al6061 foil ex-
perienced a 30 GPa shock followed by a 160 GPa shock. We
carried out molecular-dynamics (MD) simulations to examine
the effects of shocks on grain boundaries. The MD code used
was modified to include the effects of electron-phonon cou-
pling and electron heat conduction, and we refer to this version
of the code as molecular dynamics combined with the two-

temperature model (TTM-MD).[37,38] Simulations were also
done with the electron-phonon coupling and electron heat
conduction turned off for comparison, and we refer to these
simulations as just MD.

We show in Figure 6 the results of these simulations for
shock-wave heating of a tilt grain boundary (GB) in an Al
bicrystal.[37] The simulations were performed for a 30 GPa
shock wave propagating through an Al bicrystal containing
a single (110) �5 tilt GB. This particular GB had a density
�25 pct lower than the bulk material. The initial setup for
the simulation was an fcc bicrystal with dimensions of 9.17 �
12.3 � 21.8 nm, periodic boundary conditions in the direc-
tions parallel to the shock front, and a GB located in the
middle of the computational cell. Interatomic interaction is
described by the embedded-atom method in the form and
parameterization suggested in Reference 39. The parameters

(a) (b)

(c)

Fig. 6—(a) Pressure and (b) temperature contour plots for a TTM-MD simulation of a 300 kbar shock in an Al sample with a single, tilt GB. The magni-
tudes of the pressure and temperature are given by the color bars on the right of the figures, and the dashed line shows the trajectory of the shocked grain
boundary. (c) Temperature profiles for the MD and TTM-MD simulations at t 	 1.8 ps. [37]
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used in the TTM-MD simulations for the electronic tempera-
ture are given in Reference 40.

Both the MD and TTM-MD simulations were run for 4 ps,
so that the shock wave had enough time to reach the back sur-
face but the reflected wave did not return to the GB. The tem-
perature- and pressure-contour plots are shown in Figures 6(a)
and (b), respectively, for the TTM-MD simulation. In the pres-
sure plot (Figure 6(a)), a partial reflection of the shock (vshock

� 7.5 km/s) from the GB can be observed at �1.5 ps, and a
complete reflection of the shock wave from the back surface
of the computational cell can be observed at �3 ps. After the
shock reaches the GB, the GB starts to move with the piston
velocity, as expected. In the temperature-contour plot (Fig-
ure 6(b)), the interaction of the shock wave with the GB leads
to a transient thermal spike of nearly a factor of 2 in the GB
region, as shown in Figure 6(c) at a time of 1.8 ps. Later in
time, the GB region remains roughly 200 K hotter than the sur-
rounding regions. This simulation indicates that the tempera-
ture at the GB is higher than in the surrounding material, due
both to its lower density and an impedance mismatch or com-
pressibility incompatibility between the two grains. This higher
temperature can induce disordering at the GB and raises the
possibility that after the second, much stronger shock (160 GPa),
the GB could be hot enough to melt, or lose most of its strength.

To assess the effect of possible GB softening on the RT
dynamics, “mesoscale” simulations were done using the
ARES computer code. For these simulations, the GB regions
and grain-interior regions were explicitly zoned up and run
as separate regions. Strength was turned off (� 	 0) in the
GB regions, to represent liquid grain boundaries, but � 	 �SG

(nominal Steinberg–Guinan strength) elsewhere. The results
at 12 ns are shown in Figure 7(a), where the 20 �m ripple
is starting to grow. The color corresponds to strength (red 	
strong, blue 	 weak, and white 	 liquid), so the white regions
represent � 	 0 at the grain boundaries. The results at 12 ns
for three separate calculations are shown in Figure 7(b), show-
ing that growth was the largest for the � 	 0 simulation
and the smallest for � 	 �SG. As anticipated, the mesoscale
simulation falls in between. Growth factors of peak-to-valley
spatial amplitude vs time for these three simulations are shown
in Figure 7(c). The upper curve corresponds to � 	 0
everywhere, the lower curve represents � 	 �SG everywhere,
and the intermediate curve represents the case where � 	
�SG everywhere except at the GBs, where �GB 	 0. Note that
both the upper (�GB 	 0) and lower (� 	 �SG) curves in Fig-
ure 7(c) are similar to their corresponding curves in Figure
4(c), although the simulations shown in Figure 4 (LASNEX)
and Figure 7 (ARES) used completely different codes and
were done by different theorists. This demonstrates the abil-
ity to simulate these high-strain-rate experiments reliably, so
that comparisons with the experimental data are meaningful.
This mesoscale simulation shown in Figure 7(c), falls in
between the all-liquid and all-solid results, and is in better
agreement with the data in Figure 4(c), at least at early time.
Hence, mesoscale dynamics could be a plausible explanation
for the observed RT data shown in Figure 4.

In summary, there are several scenarios that could lead to
the observed RT data. (1) In one scenario, there is some
mechanism, such as microshear bands or melted GBs, that
cause the material to flow nearly liquidlike early in time.
Later in time (t � 12 to 13 ns), the material recovers bulk
solidlike properties, but exhibits enhanced strength, consistent

with GSG/10 in the Steinberg–Guinan model. This might sug-
gest that dislocation transport has been severely inhibited,
and the material responds like an ideal crystal. For example,
if the GB melted, then rapidly resolidified to an amorphous
state, this might effectively “turn off” dislocation transport
as the deformation mechanism. (2) If phonon drag is the dom-
inant mechanism, not unphysically large values of D/�m can
be found that would give this enhanced strength. (3) Alter-
natively, phonon drag could be the operative mechanism
throughout the entire deformation, so that � � D /�mb both
at early and late times. Again, if �m or D/�m is treated as a
free parameter, reasonable values could be found that would
allow the simulation to roughly reproduce the data. (4) Finally,
the time-dependent deformation might require a mesoscopic
description. For example, if the GBs are assumed to be liquid
or to have otherwise failed (�GB 0), and grain interiors to
be solid, obeying nominal Steinberg–Guinan strength, then
mesoscale simulations can roughly reproduce the data. All
of these scenarios allow simulations that are roughly consis-
tent with the experiment to within the uncertainties of the
data. Unfortunately, the data are too sparse and have too
much scatter to differentiate between these different pictures.

V. RECOVERY OF DRIVEN SAMPLES

In this section, the implementation and use of sample recov-
ery to infer deformation mechanisms and integral quantities
about the drive and sample are discussed. In Figure 8(a), we
show the results at a time of 1 �s from the 2-D hydrodynamics
code CALE of the crater formation process.[41] The simulation
assumed a shockless drive similar to those shown in Figure 2,
with a peak pressure of 50 GPa. In this particular design, a
phase plate with super-Gaussian laser spot of intensity profile
given by I 	 I0 exp [�(r/a)4.7], with a 	 412 �m, was used.
Taking into account the angles of incidence, this generates a
90 pct–to–90 pct (in laser intensity) spot of diameter �600 �m.
This spot size is of the order the spatial scales of interest, such
as the depth and diameter of the crater. Therefore, 2-D simula-
tions of the sample, calibrated against the crater dimensions,
are used to estimate the material conditions (P, �/�0, and T)
vs position and time in the sample. Note that an incipient spall
layer appears in Figure 8(a). The sample here was thick enough
that it was not accelerated off the target holder. Samples thinner
than a few hundred microns are, however, accelerated by this
drive. The soft-recovery apparatus captures these samples in a
tube several centimeters long filled with SiO2 aerogel, at
densities ranging from 50 to 200 mg/cm3.

We show in Figure 8(b) an experimental result of a crater
in a recovered, large-grained A16061 sample driven by the
shockless drive discussed previously, only with a peak pres-
sure of 37.5 GPa. The Al sample has been sectioned and
etched to show the crater shape and grain structure of the
metal. The overall crater depth is about 300 �m, in agreement
with simulations,[41] and there is structure evident in its shape.
The details of the shape of the crater are still being analyzed.
The limited data analyzed to data suggest that the maximum
depth of the crater (hcrater) varies directly with the peak
pressure of the drive[41] and can roughly be approximated
as hcrater � (9 �m/GPa)Pmax(GPa).

Conversely, if the drive pressure is well known, then the
crater depth can serve as an integral measure of material

→

�
#
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(a) (b)

(c)

Fig. 7—(a) ARES 2-D “mesoscale” simulations, treating the grain boundary (GB) regions differently than the grain interiors. The color scale corresponds
to strength (�) with white representing � 	 0, blue being low strength, and red being the highest strength. (b) Similar to (a) except the interface profile is
shown for three different simulations at the same time, corresponding to � 	 0 everywhere, � 	 �SG everywhere, and � 	 0 in the GB region but � 	 �SG

elsewhere. (c) The predicted perturbation growth factors of peak-to-valley spatial amplitudes vs time for the ARES mesoscale simulations for the three
cases described in (b). The experimental resolution was not accounted for in these simulation results.

strength. This is illustrated in Figure 8(c), where crater depth
vs material strength is plotted from 2-D simulations, assum-
ing a peak pressure of �14 GPa. If, for example, the strength
of the sample is changed by a factor of 2, the crater depth
is predicted to change by about 50 pct, which should be
readily apparent. Also, if regions of the sample melted then
resolidified, this should be apparent in the grain-size distri-
bution, allowing a residual melt depth to be inferred. We
see no indication in Figure 8(b) of melt-refreeze activity.

To illustrate the use of recovery to infer a deformation
mechanism, we show in Figure 9 the results of recovered
samples from shock-compressed single-crystal Cu.[35,36,42,43]

Samples of �1-mm-thick single-crystal Cu were shock com-
pressed along the [001] direction by laser illumination with

40 to 320 J of laser energy in a 3.5-ns pulse in a 2.5-mm-
diameter spot on the Omega laser. Since the laser spot size
was considerably larger than the sample size, these sam-
ples experienced a roughly 1-D shock compression. Hence,
1-D simulations matched against separate shots measuring
shock breakout times[43] are used to infer the (P, �/�0, and
T) conditions of the sample vs (z, and t). Since the laser
pulse duration is short, the strength of the shock wave that
is generated decays as it moves through the sample. For
example, for the 320 J laser shot, the shock decays from
�100 GPa at the front surface to �10 GPa at 1 mm into the
sample. The samples were recovered from a foam-filled
recovery tube, sectioned, and analyzed by transmission
electron microscopy (TEM).
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(a)

(c)

(b)

Fig. 8—CALE (2-D) simulation of crater formation in thick A16061-T6, shown at 1 �s. (b) Experimental crater image in thick A16061 for a drive similar
to that shown in Fig. 2 only with peak pressure of 37.5 GPa. (c) Prediction from the 2-D simulations of the sensitivity of crater depth vs material strength.[41]

The image shown in Figure 9(a) shows the residual micro-
structure resulting from an �12 GPa shock, and the image in
Figure 9(b) corresponds to an �40 GPa shock. These pressures
correspond to the maximum shock strengths at a distance of
50 �m into the sample on the laser-illumination side, for laser
energies of 40 and 205 J, respectively. There is a very distinct
difference in the residual microstructures. The dislocation cell
structure shown in Figure 9(a) corresponds to the residual
tangled dislocations that result from shock deformation due to
slip along the 12 dominant slip systems: four {111} slip planes
and three �110� glide directions within each of these planes.
It is generally assumed that the shock front generates a homo-
geneous distribution of dislocations to accommodate the shock
deformation. After shock passage, the dislocations organize

or migrate into this cell structure, corresponding to dense dis-
location tangles in cell walls and cell interiors of diameter dcell

	 0.3 to 0.6 �m exhibiting a significantly lower residual dis-
location density. This postshock migration is driven by the
attractive and repulsive forces between dislocations, that is, the
so-called Peach–Kohler force. An order-of-magnitude estimate
can be made of the time interval to form this residual disloca-
tion cell structure. Assume that the cells are formed on a charac-
teristic time scale set by the ratio of cell size and characteristic
dislocation velocity and assume that dislocations move at 20 pct
of the shear-wave velocity. Then, tcell � dcell/(vdisloc) �
dcell /(0.2cshear) � (4 �m)/(0.2(G/�)1/2) � (4 �m)/(0.5 �m/ns)
� 8 ns. This suggests that these cells should form on a �10 ns
time scale after shock passage.
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(a)

(b)

(c)

Fig. 9—(a) TEM characterized single-crystal Cu sample shocked
(Pshock�12 GPa) at the Omega laser. (b) Same, only for a stronger shock
(Pshock�40 GPa). (c) Theoretical slip-twinning threshold prediction.[35,36]

The residual microstructure shown in Figure 9(b) is con-
siderably different from that shown in Figure 9(a). This image
is the result of a TEM analysis with an electron-beam direc-
tion of B 	 �001�, and the (electron) diffraction plane
corresponds to (200). The distinct cross-hatched pattern rep-
resents traces of {111} planes on (001), that is, the edge-on

view of the four {111} planes cutting the (001) plane. The
different hues in the crisscross pattern represent stacking-fault
bundles or regions of microtwins. All four stacking-fault
variants, (111) [1̄1̄2], (111̄) [112], (1̄11) [11̄2], and (11̄1) [11̄2],
are observed (that is, a displacement of [1̄1̄2] due to a residual
partial dislocation, along the (111) slip plane, and so on) and
are indicated by A, B, C, and D, respectively, in the figure.
Given that the laser-induced shock direction was �001�,
all four {111} primary slip planes should be activated with
equal probability, having the same Schmid factor of 0.4082.[35]

Similar results, both for dislocation cells and for twinning,
have been observed by Murr using shocks launched with a
HE drive.[44] The “dwell time” for these shocks (the time inter-
val over which pressure is maintained behind the shock) is of
the order of �1 �s, whereas for the laser-induced shock, the
dwell time is of the order of 10 ns, that is, a factor-of-100
shorter. This suggests that the observed residual microstructures
shown in Figures 9(a) and (b) were formed promptly at the
shock front. Hence, the same prompt material response at
the shock front can be studied on laser-driven systems, where
time-resolved diagnostics can be implemented to diagnose the
dynamics as it happens, with subnanosecond time resolution.

The comparison between the residual dislocation cells
shown in Figure 9(a) and the microtwins shown in Figure 9(b)
is interesting, because it suggests a twinning shock threshold
between 12 and 40 GPa. This threshold can be estimated ana-
lytically, as shown in Figure 9(c), by assuming that slip and
twinning are competing processes.[35,36] Empirically, it is
known that twinning is rather insensitive to temperature and
strain rate, whereas slip is not. Therefore, it is expected that
at low strain rates (weak shocks), slip should be the domi-
nant mechanism for deformation, whereas at high strain rates
(strong shocks), twinning should dominate. Conversely, at
low temperatures, twinning should dominate, whereas at higher
temperatures, slip should take over. The analytic estimate[35,36]

for Cu assumes that the stress required for twinning is inde-
pendent of strain rate and temperature. The transition shock
strength from slip to twinning is then found by equating the
flow stresses for each, �twinning 	 �slip. The flow stress for slip
is taken from the MTS model,[12,18] modified to include a
Hall–Petch term and a work-hardening factor. The strain rate
at the shock front is estimated by the empirical Swegle–Grady
relation, .[45] The results lead to an estimate of the
critical shock pressure above which twinning dominates and
below which slip is the preferred deformation mechanism.
This is shown for different initial temperatures and grain sizes
in Figure 9(c). For room-temperature ambient conditions and
single-crystal samples, this estimate gives Ptwinning 	 16 to 17
GPa, which is consistent with the observations shown in Fig-
ures 9(a) and (b).

VI. LATTICE RESPONSE

We now discuss two time-resolved microscale diagnostics
developed to probe the microscopic lattice response, dynamic
diffraction, and EXAFS measurements. These two diagnos-
tics offer the potential to infer such fundamental quantities
as the phase, Peierls barrier, dislocation density, and lattice
temperature. Experiments done with single crystals are well
suited to the time-resolved diffraction diagnostic. If a shock
or compression wave traverses a single crystal, the lattice

�
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1
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1
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planes compress. This can be observed by recording a Bragg
diffraction signal, both in reflection and in transmission, as
illustrated in Figure 10(a). If a shock is launched from the
top to bottom in Figure 10(a) through, say, a 40-�m-thick
single-crystal Si sample, the shock compression can be
tracked by streaking the diffraction signal (aligning the dif-
fraction image onto the slit of an X-ray streak camera), as
shown by the raw image in Figure 10(b).[46,47] Initially, there
is diffraction only from the unshocked region. Later in time,
there are regions of the Si that have been shocked and regions
that remain unshocked. If the X-ray probe is of high-enough
energy (�5 keV here), both shocked and unshocked regions
can be observed simultaneously, as shown in the streaked
image. A time-integrated image can also be recorded onto
X-ray film, profiles from which are shown in Figures 10(c)
through (f) Figures 10(c) and (d) correspond to 40-�m-thick
single-crystal Si and the geometry indicated in Figure 10(a).
This experiment was done on the Nova laser using a

hohlraum drive, similar to that shown in Figure 3. Figures
10(e) and (f) correspond to a similar experiment done on
the Omega laser, using a 2-�m-thick single-crystal Cu sample
shocked in the [001] direction by direct laser illumina-
tion.[46,47] Both Si and Cu show lattice compression in the
reflection Bragg data. The transmission Bragg detector, how-
ever, was oriented to diffract off lattice planes orthogonal
to the direction of shock propagation, thus measuring trans-
verse lattice compression (Figure 10(a)). For the shocked Si
crystal, there was no observed transverse compression, to
within the limits of sensitivity of the diagnostic, whereas for
the Cu sample, there was prompt relaxation to a symmetric
three-dimensional (3-D) compression (quasihydrostatic). It
appears that the Si crystal was compressed uniaxially over
the 5-ns duration of the shock experiment, whereas the Cu
crystal was compressed nearly hydrostatically. One interpreta-
tion of this process is as follows. Relaxation to a 3-D
compression requires dislocation movement, as described

(a) (b)

(c) (d)

Fig. 10—(a) Initial configuration for Bragg diffraction experiments. (b) Raw streaked data for Bragg diffraction off shocked Si crystal. (c) Time integrated
result for reflection Bragg diffraction for shocked Si. (d) Same only for transmission Bragg diffraction. (e) and (f) Same, only for Cu.[47]
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by Orowan’s equation, �· 	 �mb�̄d (Section II). The factors
determining d�/dt are the mobile dislocation density and the
average dislocation speed. But, �vd� is a function of the
Peierls barrier. At a given T value, if �P is high, �vd�
and, hence, d�/dt are low, because the mobile dislocations
stay pinned for long intervals of time. Materials with a low
mobile dislocation density or high Peierls barrier (stress),
will have a low d�/dt value, and the transition to 3-D com-
pression will take longer. The Peierls barrier in fcc metals
such as Cu is very low (�P � (10�6 to 10�5)G) where here
G is the shear modulus.[4] Covalent crystals such as Si, on
the other hand, have a large barrier, �P � (10�2)G. Further-
more, silicon has a very low �m value. Hence, the time to
transition to 3-D compression for Si will be very long com-
pared to Cu, qualitatively explaining the observed difference
in behavior between Si and Cu illustrated in Figure 10. These
data and analysis show the potential value of time-resolved
diffraction for microscopically probing lattice response to
infer bounds on Peierls stress and mobile dislocation density
in dynamically deforming crystals. It has also been pointed
out that comparing the different compressions of orthogonal
lattice planes with multiple lattice-plane diffraction offers a
microscopic measure of lattice strength.[36]

Whereas diffraction probes the long-range order of a lattice,
EXAFS measurements probe the lattice short-range order. The
basis for this diagnostic is illustrated in Figure 11(a).[48,49,50]

When an atom absorbs an ionizing, high-energy X-ray, an
electron rises from a bound state into the continuum. The out-
going wave packet of the free electron, illustrated by the con-
centric solid circles in Figure 11(a), scatters off of neighboring
atoms, as illustrated by the dashed circular curves. The out-
going and reflected waves interfere with each other. The square
of the total electron wave function is what determines the
probability of the process, and this interference is, therefore,
observed in fine structure in the X-ray absorption just above

an opacity edge. The X-ray absorption probability for a pho-
ton of energy (E�) can be written as (1 � f), where f 	 I/I0 	
e���x 	 e��x. Here � (cm2/g) is the opacity, � (cm�1) is the
energy-dependent absorption coefficient, I0 corresponds to a
flux of X-rays (photons/cm2 s) incident on a sample of thick-
ness x and density �, and I corresponds to the transmitted flux.
The absorption coefficient (�(E�)) is energy dependent. Since
the electron-wave number (k) after absorbing the X-ray corres-
ponds to �2k2/2me 	 E� � Eedge, then �(E�) 	 �(k) is also a
function of k. The normalized absorption probability can then
be written as

[9a]

where �0(k) represents the smooth absorption above the edge
corresponding to an isolated atom (no interference modula-
tions). For K-edge absorption, the standard EXAFS equa-
tion can be written as[48,51–53]

[9b]

The summation is over coordination shells, Nj is the number
of atoms in the shell, and Rj is its radius. The Fj(k) factor
corresponds to the backscattering amplitude for the electron-
wave function reflected from the jth coordination shell. The
�j(k) term represents a phase shift due to the electron-wave
packet moving through a varying potential. The exponential,

, represents the Debye–Waller factor, which reduces
the coherent interference of the EXAFS signal due to thermal
fluctuations in the local scattering atoms. The factor
represents the attenuation of the electron-wave function due
to the finite mean free path (
(k)) of the ejected electron.

e�2Rj/l(k)

e�2s
2
j k

2

x(k) 	a
j

Nj

kR2
j
 Fj(k) sin (2kRj � fj(k))e�2s

2
j k

2

 e�2Rj/l(k)

x(k) 	
m(k) � m0(k)

m0(k)

( f )

Fig. 10 (continued.)—(a) Initial configuration for Bragg diffraction experiments. (b) Raw streaked data for Bragg diffraction off shocked Si crystal. (c)
Time integrated result for reflection Bragg diffraction for shocked Si. (d) Same only for transmission Bragg diffraction. (e) and (f) Same, only for Cu.[47]

(e)
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We have recently developed a time-resolved EXAFS diag-
nostic with the Omega laser.[51–53] The experimental setup is
shown in Figure 11(b). Three 1-ns-square laser beams, stacked
back to back to make a 3-ns-square drive pulse, are used to
shock compress a 10-�m-thick sample of Ti embedded in
17-�m-thick CH on either side, and the remaining 57 beams
implode an inertial confinement fusion capsule. This implo-
sion generates a short (�100 ps) burst of spectrally smooth
hard X-rays, I 	 I0 exp (�E� /T), to be used for the EXAFS
absorption. Typical values for the implosion X-ray spectrum
are I0 	 2 to 3 � 1019 keV/keV and temperature T 	 1.25 keV.
A measured raw EXAFS absorption spectrum showing the
modulations just above the K-edge for room-temperature Ti
is shown in Figure 11(c). A typical Fourier analysis transforms
k�(k) to give the electron radial distribution function,[48,51] as
shown in Figure 11(d), where the first three coordination shells
are evident.

The simplest analysis selects only the first coordination
shell from Figure 11(d), ignoring the effects of multiple

scattering, and converts back to k-space, as shown in Figure
12(a), where k� 	 k(� � �0)/�0 is plotted.[51–53] This is
the form of the data that is fitted with Eq. [9b], as shown
in Figure 12(a). Fits of the measurements with EXAFS
theory (Eq. 9) give an accurate determination of the density
(compression) to better than �4 pct through the period
of modulation. In addition, the temperature is determined
from the damping rate through the Debye–Waller factor,
as shown in Figure 12(b). Note that the modulations at a
higher electron-wave number die out more quickly at the
higher temperatures. This is because the higher wave num-
bers (shorter electron wave lengths) are more sensitive to
the incoherence caused by the thermal fluctations of the
positions of the coordination shells. It is expected that
temperature can be determined to better than �25 pct by
this technique. In Figure 12(c), the temperature thus deter-
mined for three different laser shots is shown, along with
the results of simulations, as a function of the thickness
of the CH preheat shield and sample distance from the

(a)
(b)

(c) (d)

Fig. 11—(a) Schematic for the electron wave packet interference that underlies the EXAFS diagnostic technique.[48] (b) Experimental configuration for the
EXAFS measurements at the Omega laser. (c) Raw EXAFS absorption spectrum for unshocked, room-temperature Ti. (d) The inferred electron radial dis-
tribution function for the data shown in (c).[51]
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(a)

(c)

(b)

Fig. 12—(a) Results from the EXAFS analysis, fitting the model (Equation 9) to the data from Fig. 11, showing the quality of the theoretical fit. (b) Compari-
son of theoretical EXAFS signals for two temperatures, T 	 0.05 eV (upper) and T 	 0.1 eV (lower). (c) Temperature analysis from EXAFS measurements
of Ti samples under three different temperature conditions at nominally ambient density (unshocked). The temperature is modified by varying the thickness
of the CH preheat shield, shown in Fig. 11(b), and the distance from the backlighter (implosion) to the sample. The curves correspond to 1-D radiation-
hydrodynamics simulations.[51–53] The horizontal dot-dashed line corresponds to the melt temperature of Ti at ambient conditions.

implosion. The thinner the CH preheat shield or the smaller
the distance between the backlighter implosion and sample,
the higher the expected Ti temperature, as observed
and simulated. The EXAFS measurement as a temperature
diagnostic is sensitive down to nearly room temperature,
which is important for materials-science experiments, with
a time resolution of �0.1 ns. The temperature of the sam-
ple can be modified by varying the thickness of the CH
preheat shield or the distance of the sample from the
backlighter implosion. As suggested by the horizontal
dot-dashed line in Figure. 12(c), EXAFS should also work
for temperatures up to and exceeding the melt tempera-
ture,[51] a capability that has been demonstrated in static
experiments.[54]

VII. EXPERIMENTS PLANNED 
FOR THE NIF LASER

Up until now, we have described experiments that have
been done on existing laser facilities. Pressures and strain rates
achieved correspond to 10 to 200 GPa and 106 to 108 s�1.
With the commissioning of the new NIF laser at Lawrence
Livermore National Laboratory,[25,26] an opportunity presents
itself to increase the pressures of the samples in the solid state
to much higher values, P � 103 GPa. It will be particularly
interesting to see, for example, how the Peierls barrier, shear
modulus, and material strength scale as pressure and strain
rate are increased 100-fold above 10 GPa and 105 s�1. At the
other extreme for laser experiments, sample sizes approaching
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�1 cm in transverse dimension and �1 mm in thickness at
pressures of a few times 100 GPa may be possible, using much
larger laser spots and much longer (�100 ns) pulse lengths.

Pressure scaling should allow details about the Peierls barrier
to be probed. Strain-rate scaling will be a good method for
probing deformation mechanisms. Velocity-interferometer
measurements allow the time-dependent drive (applied pres-
sure vs time) on the sample to be well characterized spatially
and temporally. Timed-resolved radiography, used in RT
experiments, will allow high-pressure strength to be measured,
and sample recovery should allow deformation mechanisms
to be inferred. Time-resolved diffraction probes long-range
lattice response to compression, allowing the strain rate and
phase to be directly measured. Diffraction is also sensitive to
Peierls stress, through the time scale for the 1-D–to–3-D com-
pression transition, and may allow a lattice-level measure of
strength, by the degree to which the lattice deviates from
hydrostatic conditions. The EXAFS measurements probe short-
range lattice response and offer a good measure of tempera-
ture in the �100 meV range, relevant to this high-pressure
materials-science work. Both diffraction and EXAFS meas-
urements allow phase to be determined on a subnanosecond
time scale. At the ultrahigh pressures (P �� 100 GPa) and
strain rates ( �� 105 s�1) accessible, models, codes, and
mechanisms can be tested in their “asymptotic limits.” Initial
conditions may become less important, or negligible all
together, as the material responds to the extreme deviatoric
stresses, pressures, and strain rates. Finally, the short time
scales and small spatial scales may make it possible to calcu-
late directly the experimental conditions with large-scale MD
simulations as well as with continuum and mesoscale simu-
lations. This will offer a rigorous test of constitutive models
and interatomic potentials at the very highest strain rates and
pressures, with experiments, continuum-code simulations, and
MD simulations all being compared on equal footing.
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