Molecular dynamics simulations of shock compression of nickel: From monocrystals to nanocrystals
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Abstract

Shock compression of mono- and nanocrystalline (nc) nickel is simulated over a range of pressures (10–80 GPa) and compared with experimental results. Contributions to the strain from the various mechanisms of plastic deformation such as partial dislocations, perfect dislocations and twins are quantified in the nc samples. The effect of stress unloading, a phenomenon often neglected in MD simulations, on dislocation behavior is computed. It is shown that a large fraction of the dislocations generated during compression is annihilated upon unloading. The present analysis resolves a disagreement consistently observed between MD computations and experimental results. Analytical models are applied to predict the critical pressures for the cell-to-stacking-fault transition and the onset of twinning as a function of grain-size and stacking-fault energy (through the addition of tungsten). These predictions are successfully compared with experimental results.
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1. Introduction

Molecular dynamics (MD) simulations of nanocrystalline (nc) metals are ideally suited for comparison with laser-shock compression experiments because of the similar time and length scales; thus, the combination of experiments and simulations provides valuable insight on the deformation processes involved. It should be pointed out that the difference between mono- and polycrystals in MD resides in the absence and presence of grain boundaries, respectively. The box sizes of the largest simulations being run today are approaching ~300 nm, which is at the upper end of the nc range.

1.1. Single crystals

MD simulations of shock phenomena in perfect face-centered cubic (fcc) single-crystals have been carried out for just over 25 years [1–3]. Most of the simulations to date have used the Lennard–Jones (L–J) 6–12 spline pair-potential [4–7] and the more realistic embedded atom method (EAM) many-body potentials for Cu [8–12]. Holian and Lomdahl [4] and Germann et al. [5,7] showed, using L–J potentials that, at shock strengths above the Hugoniot elastic limit (HEL), shock waves traveling along the [001] orientation resulted in the emission of intersecting Shockley partial dislocations that slipped along all the {111} close-packed planes. Stacking-faults were formed by the annihilation of the trailing partials. The large mobility of the partials at the shock front was such that the plastic wave was always overdriven (i.e. no elastic precursor observed).
This dislocation behavior is very similar to the model proposed by Smith [13], except that partial dislocation loops are emitted in MD simulations rather than perfect dislocations as outlined by the Smith model.

Germann et al. [5,7] further studied shock propagation in the other [110] and [111] low index directions, where they observed rather different behavior. An elastic precursor separated the shock front from the plastic region in the [111] case, and solitary wave trains were generated followed by an elastic precursor and a complex plastic zone in the [011] case. In both orientations, trailing partials were emitted leading to full dislocation loops bounded by thin stacking-fault ribbons. These loops were periodically nucleated at the shock front, as proposed by Meyers [14], since they grew at a slower rate than the plastic shock velocity.

Bringa et al. [11] also studied the effect of crystal orientation on the shock Hugoniot along the low index directions ([001], [011] and [111]) using two EAM potentials for Cu [15,16]. The plasticity in the three orientations was qualitatively similar to that of Germann et al. [5,7]. Cao et al. [12] investigated the nonsymmetric [221] orientation, where a two-wave (elastic and plastic) structure was observed. The deformation features and shock Hugoniot obtained compared very well with experimental results. However, upon comparing the density of the deformation features with experimental observations in recovered samples, they found that dislocation densities in simulations were several orders of magnitude higher. Two reasons were suggested by Cao et al. [12] for the difference: (i) the much shorter rise time in molecular dynamics simulations, and (ii) the post-shock relaxation and recovery processes that take place in real experiments.

To the knowledge of the authors, only one paper, by Kum [17], analyzes the deformation features in shock-compressed single-crystalline Ni along the three low-indexed orientations. Two Morse-type pair potentials and one EAM potential were used in that work. However, the study is limited to one piston velocity and does not calculate the Hugoniot obtained from MD.

1.2. Nanocrystals

In contrast with monocrystals, numerous investigators have carried out molecular dynamics studies of plastic deformation in nc metals (e.g. [18–23]). In two classic papers, Van Swygenhoven et al. [18,20] studied the response of nc Ni (grain size 3–12 nm) under uniaxial loading; they observed intergranular sliding at the smaller grain sizes and dislocation emission from grain boundaries at the larger grain sizes. They used the Finnis–Sinclair Ni potential [24]. Schiotz et al. [19,22] studied the behavior of nc Cu (grain size 3–7 nm) under uniaxial deformation and observed softening as the grain size decreased beyond a threshold due to grain-boundary sliding. The effective medium theory was used to describe the forces between the atoms [25,26]. Yamakov et al. [21] studied nc Al (grain size 20–70 nm) under tensile loading using a many-body interatomic potential [27] and observed that, contrary to its coarse-grained counterpart, mechanical twinning was a key deformation mechanism.

Studies on the response of nc metals under shock compression are limited to mostly Cu [28–30] and Al [21]. MD studies on the shock response of Ni have not been carried out to date. Bringa et al. [28] studied shock compression of nc Cu. An increase in strength during shock loading was observed due to the suppression of grain-boundary sliding under compression, which was identified as being due to a Mohr–Coulomb-like mechanism. As pressure increased, a shift in the maximum hardness to lower grain sizes was observed. However, beyond a critical pressure, increased dislocation activity due to higher temperatures resulted in a drop in strength. Their simulations revealed both perfect and partial dislocations as well as nano-twins.

In this study, we analyze the response of mono- and nanocrystalline Ni governed by an EAM potential. The shock Hugoniot in the [001] direction is first determined and compared to experimental results (Section 3). Upon verifying the conformity of the potential with experimental results, we then study the effect of shock compression as well as release on nc Ni (grain-size 5 and 10 nm). MD results are compared to laser-shock experiments carried out on nc Ni at LLNL [31,32] as part of the National Ignition Facility (NIF) program (Section 5). Analytical constitutive models are utilized to predict the critical pressures at which a stacking-fault transition occurs in single-crystalline Ni (Section 4) and a twinning transition occurs in nc Ni and compared with MD simulations and experimental observations (Section 6).

2. Computational methods

The MD simulations were carried out using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code [33] and a Ni EAM potential developed by Mishin et al. [34]. This potential was fitted to provide a stacking-fault energy (SFE) of 125 mJ m$^{-2}$ [35]. The EAM views each atom as embedded in a host lattice consisting of all other atoms. Each atom in the system is viewed as an impurity that is part of a host of all other atoms. The “embedding energy” of the impurity is determined by the electron density of the host before the impurity is added. The energy of an atom (or impurity), $i$, is represented as a function of the electron density at the atom site plus an electrostatic interaction due to the host [36,37]:

$$E_i = F_i[\rho_i(R_i)] + \frac{1}{2} \sum_j \varphi(R_{ij}),$$

where $\rho_i$ is the electron density of the host without atom $i$, $\varphi$ is the short-range electrostatic pair potential as a function of the distance $R_{ij}$ between atoms $i$ and $j$, and $F$ is the “embedding energy”, which is a function of the host
electron density, \( \rho_i \), induced at site \( i \) by all other atoms in the system. The total energy is the sum over all individual contributions

\[
E_{\text{tot}} = \sum_i E_i = \sum_i F_i[\rho_i(R_i)] + \frac{1}{2} \sum_{ij} \varphi(R_{ij}).
\]  

(2)

Fig. 1a shows the total energy per atom as a function of the lattice parameter determined by this potential (both in uniaxial and hydrostatic compression), with the minimum at the lattice spacing of Ni, \( a_0 = 0.352 \) nm. Fig. 1b shows the pressure-specific volume relationship of the potential as well as the experimental Hugoniot obtained from Rice et al. [38]. The potential (in hydrostatic compression) compares fairly well with the experimental data up to pressures of \( \sim 130 \) GPa, where it begins to significantly deviate. As a result, we have limited our study to shock pressures below this value. It should be noted that the drop in the P–V relation at \( V/V_0 \sim 0.58 \) is simply due to the fact that the potential is not defined beyond these values.

The [001] monocrystalline Ni sample consisted of 2 \times 10^9 atoms and had dimensions of 17.6 nm \times 17.6 nm \times 70.4 nm (50 \times 50 \times 200 unit cells) – large enough to calculate the shock Hugoniot and study the early stages of shock-induced plasticity. The three coordinate axes were oriented in the [100], [010] and [001] directions. In order to minimize edge effects, periodic boundary conditions were imposed on the lateral surfaces, and the surfaces normal to the shock-wave propagation direction were set as free surfaces. The shock waves were produced by driving a piston, defined by a few atomic planes, into the sample at a specific velocity \( U_p \), similar to other studies [11,12]. Two nc samples were used in this study, one having a grain size of 5 nm and the other 10 nm. The 5 nm grain-sized sample consisted of 1,980,372 atoms (50 \times 50 \times 200 unit cells, 17.6 nm \times 17.6 nm \times 70.4 nm), and the 10 nm grain-sized sample had 7,942,605 atoms (100 \times 100 \times 200 unit cells, 35.2 nm \times 35.2 nm \times 70.4 nm). Prior to compression, the specimens were first equilibrated to achieve a minimum energy state, and the initial temperature was set as 5 K. The velocity of the shock wave, \( U_s \), was measured by analyzing the shock front propagation in the sample at different time steps, and the shock pressure was calculated from the following Hugoniot relation [39]:

\[
P_{\text{shock}} = \rho_o U_s U_p.
\]  

(3)

3. Shock propagation and defect generation in [001] monocrystalline Ni

The HEL occurs at a shock pressure of \( \sim 40 \) GPa, at which stacking-faults begin to develop as the key deformation feature. Interestingly, experimental studies have observed twinning to occur in single-crystalline Ni at a comparable shock pressure of \( \sim 35 \) GPa [40–42]. Above the HEL, the shock wave splits into an elastic precursor and a plastic front. This behavior is very different from previous MD studies on [001] fcc single-crystals, where the plastic front is usually overdriven [5–7,11,12]. Fig. 2a shows the single front shock wave propagating through the sample at 6, 8 and 10 ps, with a particle velocity, \( U_p \), equal to 0.6 km s\(^{-1}\), below the HEL; Fig. 2b shows the two-front wave for \( U_p \sim 0.9 \) km s\(^{-1}\), above the HEL.

Fig. 3a compares the \( P-U_p \) relationship determined from the current MD simulations with experimental results [14]. Clearly, the \( P-U_p \) relationships in both cases are very similar allowing meaningful comparisons between the two. Fig. 3b presents both the MD and experimental \( U_e-U_p \) relations. At a piston/particle velocity of \( \sim 0.7 \) km s\(^{-1}\) (just above the HEL), the \( U_e \) for MD splits into a faster elastic wave and a lagging plastic wave, the average of the two being closer to the experimental \( U_s \) data. As the piston velocity increases in MD, the velocity of the plastic wave increases, whereas that of the elastic wave decreases; at a
piston/particle velocity of \( \sim 1.5 \text{ km s}^{-1} \), the shock wave becomes overdriven.

It was initially rationalized that this two-wave structure may be the result of the high SFE of Ni, causing the second trailing partial to be emitted and slowing down the plastic wave, thereby allowing the elastic wave to lead. But, upon further investigation of the samples, this was found not to be the case. As with previous studies on [001] fcc single-crystals, only partial dislocation loops are emitted. Fig. 4a is a cross-sectional view through a sample shocked with \( U_p = 0.786 \text{ km s}^{-1} \) (just above the HEL) showing stacking-fault formation behind the shock front. Note the \(<110>\) family of directions along which the stacking-faults are oriented. Fig. 4b shows, from a different angle, the formation of the lagging plastic zone (also for the case \( U_p = 0.786 \text{ km s}^{-1} \)), whereby the elastic precursor outruns the partial dislocations and new partial dislocation loops are generated just behind the leading elastic wave front. This picture is analogous to the homogeneous dislocation model [14], reproduced in Fig. 4c. It should be noted that, for better visualization, the “centrosymmetry” parameter is used, to identify defective atoms (dislocation cores and stacking-faults). It is of the form [43],

\[
C = \sum_{i=1}^{6} |\vec{r}_i + \vec{r}_{i+6}|^2,
\]

where \( \vec{r}_i \) and \( \vec{r}_{i+6} \) are the vectors from the central atom to the opposite pair of nearest neighbors (six pairs in an fcc
system, i.e. the coordination number). Atoms in perfect fcc lattice positions have $C$ equal to zero, whereas atoms having faulty stacking will generate a nonzero $C$.

The shear stresses in the sample were studied as the shock pressure was increased. The shear stress was determined by the following equation since off-diagonal terms are negligible:

$$\tau_{\text{shear}} = \frac{1}{2} \left[ C_{zz} - \frac{1}{2} (C_{xx} + C_{yy}) \right], \quad (5)$$

where $C_{zz}$ is the normal stress in the shock propagation direction and $C_{xx}$ and $C_{yy}$ are transverse normal stresses. Fig. 5a shows the $z$-component of stress ($C_{zz}$) and the shear stress plotted against sample depth at 10 ps into the simulation ($U_p \sim 0.945 \text{ km s}^{-1}$). Fig. 5b shows that the shear stress in the sample increases up to $C_{zz} \sim 70 \text{ GPa}$, after which it drops. The maximum value of the shear stress, $\tau_{\text{shear}} \sim 7 \text{ GPa}$, is consistent with the stress required to nucleate shear loops, equal to $\sim G/10$ (for Ni, $G = 76 \text{ GPa}$). This drop coincides with the HEL (total pressure $\sim 40 \text{ GPa}$), where plasticity sets in.

The defect spacing as a function of shock pressure was analyzed in order to quantify the induced plasticity (Fig. 6a). Clearly, the stacking-fault spacing decreases as the shock pressure increases. Data for Cu from Cao et al. [12] are plotted as well. Holian and Lomdahl [4] introduced two fundamental deformation parameters: shock-induced plasticity and shock strength. Shock-induced plasticity is defined as $a_0/l$, where $a_0$ is the lattice parameter (= 0.352 nm for Ni), and $l$ is the average lattice spacing between stacking-faults. They defined shock strength as the ratio between particle velocity and speed of sound in the material, $U_p/C_0$ ($C_0 = 4.581 \text{ km s}^{-1}$ for Ni). This shock-induced plasticity as a function of shock strength is plotted in Fig. 6b. MD data on Cu from Cao et al. [12], predictions from the homogeneous nucleation model of Meyers [14], and experimentally measured data from Murr [44] are also shown on the plot. For the results from Meyers [14] and Murr [44], the dislocation spacing, $l$, was extracted from the reported dislocation densities $\rho$, using the equation $l = \sqrt{\rho^{-1}}$. The plasticity data from the current MD results are consistent with those of Cao et al. [12], Holian and Lomdahl [4], and analytical calculations by Meyers [14]. The experimentally determined shock plasticity of Ni from Murr [44] is, however, lower than the theoretical and MD results by an order of magnitude. This suggests that relaxation processes are clearly at play in real experiments, resulting in lower dislocation densities, as will be shown below.

The effect of release (stress unloading) in the MD simulations was studied for comparison with experiments. The piston was released after 10 ps and the pressure ($P_{\text{tot}} = f(C_{xx}, C_{yy}, C_{zz})$) was allowed to retract back to zero. Interestingly, almost all the partial dislocation loops disappear. The spacing between the few remaining stacking-faults was measured, and the resulting residual plasticity was calculated. Fig. 6b shows the MD plasticity after release; an order of magnitude drop is evident, synonymous with the experimental data by Murr [44]. The pressure rise due to compression and the accompanying drop due to release are shown in Fig. 7 for the case of $U_p = 1.1 \text{ km s}^{-1}$. Only the defective atoms are shown.

4. Dislocation loop analysis: stacking-fault transition

The nucleation of dislocation loops was first treated by Cottrell [45] and later further developed by Xu and Argon [46], Rice [47] and others. A mechanism was also proposed by Khantha and Vitek [48] for the generation of dislocations under extreme conditions. At pressures above 3–3.2 GPa, the activation energy for loop nucleation is lower than the thermal energy; thus, nucleation becomes thermally activated, whereas it is not activated under conventional deformation at ambient temperature.
As previously mentioned, Meyers [14] proposed in 1978 that dislocations in shock compression were homogeneously generated by loop expansion. Fig. 8a shows shear loops generated on \{111\} planes making an angle of 54.7° with the shock compression plane, \{001\}. Whereas the nucleation and growth of perfect dislocation loops can lead to the formation of a cellular structure after multiple cross-slip and relaxation of the dislocation configurations, the stacking-fault packets observed in shock compression above 20 GPa cannot be accounted for by this mechanism. The corresponding nucleation of partial loops is shown in Fig. 8b.

The calculation recently introduced by Meyers et al. [49] for the energetics of nucleation of partial dislocation loops in Cu is extended here for Ni. The analytical development is reproduced for the sake of clarity and continuity. The critical radius, \( r_c \) (Fig. 8), can be found from the maximum of the energy vs. radius curve [45,50].
To obtain the total energy of the partial dislocation loop (Fig. 8b), both the energy of the stacking-fault, $E_s$, and work done by shear stress, $W$, have to be incorporated:

$$E = E_1 + E_2 - W.$$  \hfill (9)

Substituting the values of $E_1$, $E_2$ and $W$ into Eq. (9):

$$E = \frac{1}{4} G b_p^2 \left( \frac{2 - \nu}{1 - \nu} \right) \ln \left( \frac{2r_c}{r_o} \right) + \pi r^2 \gamma_{sf} - \pi r^2 \tau b_p,$$  \hfill (10)

where $\gamma_{sf}$ is the SFE and $b_p$ is the Burgers vector for a partial dislocation. The critical radius is obtained by the same method:

$$r_c = \frac{G \left( \frac{\gamma_{sf}}{\sqrt{3}} \right)^2}{8\pi \left( \frac{\nu}{1 - \nu} - \frac{\gamma_{sf}}{\sqrt{3}} \right) \left( \frac{2 - \nu}{1 - \nu} \right) \left( \ln \frac{2r_c}{r_o} + 1 \right)}.$$  \hfill (11)

For Ni, we have $\nu = 0.31$, $\gamma_{sf} = 130$ mJ m$^{-2}$ and $G = 76$ GPa at zero pressure. $G$ changes with pressure as follows [51]:

$$G = 76 + 1.37P$(GPa).  \hfill (12)

The Burgers vector, $b_o$, at $P = 0$ is equal to 0.249 nm; it changes with shock pressure as:

$$b = \left[ \frac{C_o^2}{2PSV_o} \left( \sqrt{1 + \frac{4PSV_o}{C_o^2} + \frac{2S(S - 1)V_oP}{C_o^2}} - 1 \right) \right]^{1/3} b_o,$$  \hfill (13)

where $C_o$ is 4.581 km s$^{-1}$, $S$ is 1.44 and $V_o$ is the specific volume of Ni (m$^3$ kg$^{-1}$) at zero pressure. The shear stress, $\tau$, assuming elastic loading, can be calculated from the shock pressure through Eq.(6):

$$\tau = - \frac{1 - 2\nu}{2(1 - \nu)} P.$$  \hfill (14)

The calculated results are shown in the normalized plot of Fig. 9a (pressure and critical radius are divided by the shear modulus and Burgers vector, respectively). It can be seen that the critical radius for perfect dislocations is lower than for partial dislocations at lower pressures; with increasing pressure, partial dislocations become more favorable. The predicted transition pressure for Ni is $\sim 27$ GPa, close to the experimentally observed twinning transition pressure, 35 GPa [40–42,44], and about half the pressure at which stacking-faults began to appear in our Ni MD study. The predicted transition pressure for Cu, $\sim 5$ GPa, is also significantly lower than both MD and experimentally observed results [52,53]. Experimental evidence for the cell-stacking-fault transition has been gradually amassing for Cu, and the transmission electron micrograph of Fig. 9b is clear. For Ni, the transition pressure is much higher (27 GPa). This exceeds the critical pressure for twinning ($P = 16$ GPa, calculated in Section 6) and is consistent with the absence of stacking-fault observations in shock-compressed Ni. Thus, one has the following defect regimes as $P$ is increased:
Cu: cells → stacking-faults → twins
Ni: cells → twins

It should be noted that these results are not in complete agreement with our MD computations and previous work [3–7,55], which predict perfect dislocations for shock along [111] and partials and stacking-faults along [001]. Our release simulations do show, however, that very few perfect dislocation loops survive after the stacking-faults are allowed to relax (Fig. 7) as the pressure drops to zero.

The transmission electron micrograph from Fig. 9b comes from a quasi-isentropic laser compression experiment at a nominal pressure of 24 GPa for a [001] Cu monocrystal [54]. One sees adjacent regions of stacking-faults and dislocation cells, with a well-defined discrete boundary. This was a fortuitous observation and the transition can be caused by pressure or strain rate. Nevertheless, it clearly illustrates the dual nature of the microstructure induced.

5. MD simulations of shock in nc Ni

The 5 nm grain-sized sample was subjected to piston velocities between 0.2 and 1.3 km s\(^{-1}\), and its Hugoniot was found to be very close to that of the monocrystalline sample. Fig. 3a shows the consistency of the \(P–U_p\) relationship for the 5 nm grain-sized samples with both experimental and single-crystal MD results. The shock velocity, \(U_p\), is slightly higher in the nc sample, as seen in Fig. 3b. Fig. 10a provides an illustration of the shock wave for \(U_p = 0.67 \text{ km s}^{-1}\) as it traverses the sample (average velocity vs. distance). The corresponding shock pressure within the sample is \(\sim 38\) GPa, which is right at the HEL limit for the monocrystalline sample. Since grain boundaries (i.e. defects) exist in the sample, the HEL is lower than that in the single crystal. A single-wave structure is evident and not a two-wave structure as seen in the single-crystalline results. This may be due to the fact that the particle velocities vary from grain to grain, introducing fluctuations in the front that do not allow the plastic and elastic components to be resolved. In comparison with the single-crystal profiles shown in Fig. 2a, the front thickness is increased from \(\sim 2\) to \(\sim 10\) nm. Fig. 10b shows the nc sample at 0 ps, after it has been relaxed to minimize its internal energy prior to shock propagation (left) and after the shock-wave has traveled for 10 ps (right). Grain boundaries act as sources and sinks for partial dislocations, leaving stacking-faults behind as they travel through the grains. Two of these are marked for clarity. This defect configuration is similar to the one observed by Van Swygenhoven et al. [18,20] and Bringa et al. [28]. Leading partials are mainly emitted from the grain boundaries, and trailing partials are seldom released. Limited evidence of twinning was also observed. Fig. 10c is a three-dimensional view of the sample.
A quantitative analysis of the deformation mechanisms was carried out on three samples that were shocked using the same piston/particle velocity of 0.67 km s\(^{-1}\) (~38 GPa): 5 nm Ni, 10 nm Ni and 10 nm Cu (Cu Mishin potential [16]). The three samples provide the means to study the effect of grain size and a different potential on the deformation behavior. Contributions to the effective strain introduced by shock compression from the various mechanisms of plastic deformation were calculated by determining the relative motion between nearest neighbor pairs of atoms, and resolving this motion along the strain axis. The procedure to quantify the dislocation contributions to the total plastic strain consists of three steps. The first step locates nearest neighbor atom pairs that have been sheared on glide planes and assigns local Burgers vectors responsible for the shearing. This step requires correction for the strain caused by atom pairs that are cut by multiple dislocations with different Burgers vectors. The second step distinguishes atoms in grain interiors that are cut by lattice dislocations from those that are involved in grain-boundary mechanisms. The third step evaluates the strain caused by the motion of the dislocations identified. Detailed procedures can be found in Refs. [56,57]. Using this method, the contributions from partial dislocations, perfect dislocations, multiple dislocations on the same slip plane, and twinning can be identified. The difference between the total plastic deformation and these other contributions can then be attributed to grain-boundary sliding.

Table 1 lists the strains due to perfect and partial dislocations in three nc samples: 5 nm Ni, 10 nm Ni and 10 nm Cu. Column (1) gives the strain contribution of twinning; columns (2) and (3) provide the contribution due to one partial and

---

**Fig. 8.** Nucleation of dislocation loops at slip planes behind the shock front, which is in red (propagation along [001]): (a) perfect dislocations and (b) partial dislocations (adapted from [49]).

**Fig. 9.** (a) Critical radius of perfect and partial dislocations for Ni and Cu decreases with shock pressure; (b) stacking-faults and cells in the same TEM micrograph of laser-shocked copper demonstrating that there is a critical value for transition.
one perfect dislocation in a slip plane, respectively. Column (4) provides the contribution of more than one dislocation per slip plane. Column (5) is the total strain due to dislocations \((= (2) + (3) + (4) + (5))\). The last column (6) gives the strain due to grain-boundary shear. For the 5 nm Ni, the total shock strain in the sample was calculated to be \(\sim 0.13\). Fig. 10 shows the shock strain as a function of \(U_p\) in the monocrystalline and nc samples as well as the applied strain rates. The total strain contribution due to dislocations (0.014) is dominated by partials, which makes up \(\sim 60\%\) of the total strain due to dislocations; perfect dislocations account for \(\sim 10\%\). The contribution due to twinning is 26\%. By subtracting the strain due to dislocations from the total strain, one obtains the strain due to grain-boundary sliding, 0.116; this represents approximately \(\sim 90\%\) of the total.

In the case of the 10 nm samples, the strain contribution due to partials is 63\% for Ni and 56\% for Cu. Perfect dislocations account for 17.2\% of the dislocation strain in Ni and 21\% in Cu. The twinning contribution is greater in Cu, 19\% as compared to 16\% in Ni. The greater incidence of twins is to be expected since the SFE of Cu is significantly lower. Grain-boundary sliding accounts for approximately 58\% of the total shock strain in both 10 nm Ni and Cu in comparison with 90\% for 5 nm Ni, signifying that it becomes more difficult for larger grains to slide past one another under compression. Note that the front portions of the 10 nm Cu and Ni samples do not show the grain...
boundaries highlighted in green. This is due to the fact that no grain-boundary sliding is taking place because the shock front has not yet traveled through that region. The contribution due to partials is comparable in the 5 and 10 nm grain-sized samples, but that from perfect dislocations is greater in the 10 nm samples. Interestingly, the twinning contribution is greater in the 5 nm grain-sized sample (5 nm Ni: 25.7%, 10 nm Ni: 15.7%). This result is in agreement with the models proposed by Chen et al. [58] and Zhu et al. [59], where they show that propensity for twinning increases with decreasing grain-size.

Laser-shock compression experiments were carried out on nc Ni [31,32], with grain sizes between 30 and 50 nm. The samples in the experiments were prepared by electrodeposition at the Lawrence Livermore National Laboratory and were subjected to pressures between 20 and 70 GPa.

Fig. 11. Comparison of deformation structure for same particle velocity of \( U_p = 0.67 \text{ mm/\mu s} \) (a) 5 nm Ni; (b) 10 nm Ni; (c) 10 nm Cu (position of shock front marked for the three samples).

Table 1
Strain contributions due to various mechanisms in MD specimens shocked at a piston/particle velocity of \( U_p = 0.67 \text{ km s}^{-1} \) (total strain of 0.13)

<table>
<thead>
<tr>
<th></th>
<th>(1) Twins ( (&gt;10^{-5}) )</th>
<th>(2) Partials ( (&gt;10^{-5}) )</th>
<th>(3) Perfect ( (&gt;10^{-5}) )</th>
<th>(4) &gt;1 dislocation in slip plane ( (&gt;10^{-5}) )</th>
<th>(5) Correction factor</th>
<th>(6) Total strain due to dislocations ( (&gt;10^{-5}) )</th>
<th>(7) Grain-boundary shear ( (&gt;10^{-5}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni 5 nm (shock)</td>
<td>0.00355</td>
<td>0.0118</td>
<td>0.00142</td>
<td>0.000101</td>
<td>0.00053</td>
<td>0.0138</td>
<td>0.116</td>
</tr>
<tr>
<td>Ni 5 nm (shock-release)</td>
<td>0.0029</td>
<td>0.0073</td>
<td>0.00182</td>
<td>0.000533</td>
<td>0.00045</td>
<td>0.01</td>
<td>–</td>
</tr>
<tr>
<td>Ni 10 nm (shock)</td>
<td>0.0032</td>
<td>0.0159</td>
<td>0.0035</td>
<td>0.000319</td>
<td>0.00059</td>
<td>0.0203</td>
<td>0.075</td>
</tr>
<tr>
<td>Cu 10 nm (shock)</td>
<td>0.0042</td>
<td>0.0164</td>
<td>0.0045</td>
<td>0.000352</td>
<td>0.00058</td>
<td>0.0218</td>
<td>0.075</td>
</tr>
</tbody>
</table>
via laser. The microhardness of the samples after shock compression was measured, and a 5–30% increase after shock was observed, clearly indicating dislocation storage. Fig. 13a shows a cross-section of a sample with microhardness measurements taken at five positions beneath the cratered surface. Fig. 13b shows the increase in hardness beneath the cratered surface (a maximum at position 3 occurs where laser intensity (i.e. deformation is greatest), and Fig. 13c shows the increase in hardness due to shock compression of the samples. In congruence with the hardness data, transmission electron microscopy (TEM) examination revealed heavy dislocation activity ($\rho \sim 10^{16}$ m$^{-2}$) due to laser shock. Full dislocations were the main carriers of plasticity (Fig. 14a). Interestingly, deformation twins were not observed in any of the samples, even at pressures up to 70 GPa. This is discussed in Section 6.

To further reduce the grain size to $\sim 10$ nm, tungsten (13 wt.%) was added to the Ni electrolyte during electrodeposition as outlined by Schuh et al. [60, 61]. The Ni–W samples were loaded to pressures of up to $\sim 38$ GPa, and a shift in deformation mechanisms was observed. TEM revealed that deformation twins were the predominant defect structures, indicated by circles in Fig. 14b. A very low density of pre-existing annealing twins was observed in the as-prepared samples, and the twin density of shock loaded samples increased dramatically after shock loading. However, the addition of W lowers the SFE, and the increased twinning cannot be attributed to the decreased grain size alone.

This discrepancy in dislocation behavior between simulations and actual experiments could be due to several factors. The samples in the experiments go through release, which leads to the annihilation and reabsorption of partials. There may be a grain size effect at play. Smaller grains favor partial dislocations, and one may have to go to larger grain sizes for perfect dislocations to be energetically favorable. The MD potentials may not be very accurate in describing the stacking-fault and twinning energy surfaces, and the value of these surfaces under stress could change considerably. Another possibility may be that the time needed for the emission of full dislocation is much longer than the timescales simulated in MD. Loading and unloading in the laser-shock experiments take place within $\sim 6$ and $\sim 10$ ns, whereas the simulations are in the picosecond range, and hence only capture the initial stages of deformation. Warner et al. [62] recently showed that a full dislocation takes much longer than partials and twins to be emitted from a crack tip.

5.2. Effect of unloading on nc Ni

In an analogous manner to the unloading MD simulations carried out on monocrystals (Fig. 7), the effect of unloading on the deformation structure of nc Ni was studied to provide a more realistic comparison with the experiments. The sample shocked at 38 GPa, $U_p = 0.67$ km s$^{-1}$, was allowed to unload, and the dislocation behavior within the grains was analyzed. Fig. 15a shows the average pressure within the sample as a function of time as it is loaded and unloaded. Fig. 15b shows the sample at 0 ps (before shock), at 11 ps (first ps consisted of equilibration) before it is unloaded, and 18 ps after it has been unloaded to zero pressure. The principal features are stacking-faults, which are mostly emitted from grain boundaries during compression. After unloading, $\sim 38\%$ of the partials are reabsorbed. The red circles show regions where partials are reabsorbed and the black circles indicate the partial dislocations that survive after unloading. The reabsorption of partials causes the contribution due to perfect dislocations to increase from 10.3% before unloading
to 18.2\% after unloading. This phenomenon would explain the fact that partial dislocations are not observed in the experiments, only full dislocations.

For comparison, a smaller sample having \(\sim 500\,000\) atoms and dimensions of \(17.6 \times 17.6 \times 17.6\) nm was compressed uniformly in uniaxial strain to a pressure of \(\sim 38\) GPa and then allowed to unload. The final strain and strain-rate applied were the same as that experienced by the shocked sample, the principal difference being that there is no wave propagation in the latter simulations. Fig. 16a shows the average pressure within the sample as a function of time. The sample was compressed uniaxially for 4 ps to a strain of 0.13, held there for 10 ps, and released back to 0 strain within 4 ps. Fig. 16b shows the various stages of deformation. Partial dislocations are emitted and reabsorbed during this process. Table 2 lists the strain contribution due to the various plastic deformation mechanisms in the sample. There are no major differences in defect distribution between uniform and shock compression. The percentage of strain corresponding to grain-boundary sliding is slightly decreased, as can be seen by comparing Tables 1 and 2. Interestingly, approximately 39\% of the partials disappear after unloading. Before unloading, grain-boundary sliding accounts for 79.2\% of the total strain, in comparison with shock compression (90\%).
6. The slip-twinning transition in shock compression

The primary aim of this section is to provide a constitutive description of the onset of twinning in Ni and Ni–W subjected to shock compression. The parameters affecting slip and twinning will be discussed first, followed by modeling of the onset of twinning in both materials. Predictions of the model are compared to experimental work carried out on nc Ni and Ni–W at LLNL [31,32].

6.1. Modeling of slip in Ni

The constitutive response for slip of fcc metals is well modeled by the Zerilli–Armstrong (Z–A) constitutive description [63], which captures the essential physical phenomena:

$$\sigma_{slip} = \sigma_G + C_2\epsilon^n \exp(-C_3 T + C_4 T \ln \dot{\varepsilon}) + k_s d^{-1/2},$$  \hspace{1cm} (15)

where \(\sigma_G\) is the athermal component of stress, \(\epsilon\) the strain, \(n\) the work hardening exponent, \(d\) the grain size, \(T\) the temperature, \(k_s\) the Hall–Petch slope, and \(C_2, C_3\) and \(C_4\) are constants. For Ni, \(\sigma_G = 48.4\ \text{MPa}, \ C_2 = 2.4\ \text{GPa},\ C_3 = 0.0028\ \text{K}^{-1},\ C_4 = 0.000115\ \text{K}^{-1}\) and \(k_s = 0.2\ \text{MN m}^{-3/2}\). The strain-hardening exponent, \(n\), in the nc regime was simply equated to 0 as determined by measurements carried out on the same material by Choi et al. [64]. The values of \(C_3\) and \(C_4\) used are those for Cu [63] since data on Ni was not available. The Ni Hall–Petch slope for slip, \(k_s\), has been established by several researchers [65–67]. Asaro and Suresh [68] compiled hardness data for Ni spanning both the micrometer and nanometer regimes. A \(k_s\) value of \(0.2\ \text{MN m}^{-3/2}\) was calculated from that set of data. Stress–strain plots of Ni with micrometer-sized grains from Ref. [69] were utilized to establish \(C_2\). The current model predicts a yield strength of \(1.9\ \text{GPa}\) for Ni having a grain size of 30 nm, which is in good agreement with the literature [70,71].

6.2. Modeling of slip in Ni–13 at.% W

Roth et al. [72] obtained the increase in yield stress in Ni as a result of alloying with different elements. They estimate that the flow stress of Ni increases from 100 MPa to approximately 450 MPa due to the addition of 13 at.% W. A plot of the increase in flow stress of Ni with W content is shown in Fig. 17a. The data was extracted from work carried out on Ni having a grain size between 100 and 300 \(\mu\text{m}\). The effect of solid-solution addition to the yield stress increment is as follows:

$$\Delta \sigma_{SS} = \left( \sum_i K_i^{1/m} C_i \right)^m,$$  \hspace{1cm} (16)

where \(m\) is \(\sim 1/2\), \(K_i\) is the strengthening constant for solute \(i\), and \(C_i\) is the concentration of solute \(i\) (for W, \(K_i = 977\ \text{MPa at. fraction}^{1/2}\)). The Z–A equation as a function of W content is obtained by adding the solid-solution term into the athermal component of stress:

$$\sigma_{slip} = \sigma_G + \left( \sum_i K_i^{1/m} C_i \right)^m + C_2\epsilon^n \exp(-C_3 T + C_4 T \ln \dot{\varepsilon}) + k_s d^{-1/2},$$  \hspace{1cm} (17)

The strain-hardening exponent, \(n\), for the nc Ni–W samples was again equated to 0 [64]. The Z–A model predicts a yield strength of \(\sim 2.2\ \text{GPa}\) for Ni–W with a grain size of 10 nm, very close to the 2.38 GPa value reported by Choi et al. [64]. The Hall–Petch slope, \(k_s\), for Ni–W was estimated using yield strength data on Ni–W samples having grain sizes in the micrometer regime and microhardness measurements carried out on the nc Ni–W samples. A \(k_s\) value of 0.1 MPa m\(^{-3/2}\) was estimated.

Fig. 14. TEM of Ni with g. s. of 30–50 nm shocked at \(\sim 40\ \text{GPa}\) showing dislocations; (b) TEM of Ni–W (13 at.%) with g. s. of 10–15 nm shocked at \(\sim 40\ \text{GPa}\); deformation twins are evident (circles).
6.3. Modeling of twinning

Despite the fact that dislocation activity is directly associated with twinning, slip by dislocation motion is much more sensitive to strain rate and temperature [73–76], whereas twinning is much less sensitive to these parameters [77]. Fig. 17b shows the twinning shear stresses as a function of temperature for a number of metals. It clearly indicates that the twinning stress is temperature insensitive over the range considered. This trend is actually still subject to debate as results have been conflicting. In their review article on mechanical twinning, Christian and Mahajan [78] proposed that body-centered cubic (bcc) metals have a negative dependence of twinning stress on temperature, whereas fcc metals have a weakly positive dependence. In the analysis on the onset of twinning that follows, it is assumed that the twinning shear stress is insensitive to temperature, pressure and strain rate.

6.4. Grain-size and stacking-fault energy effects on twinning

The effect of grain size on the twinning stress has been found to be greater than that on the slip stress for many
metals and alloys \[79\]. A Hall–Petch relationship can, thus, be ascribed to the twinning stress:

\[
\sigma_T = \sigma_{T0} + k_T d^{-1/2},
\]

where \(k_T\) is the twinning Hall–Petch slope (higher than the \(k_s\) slope for slip), \(\sigma_{T0}\) is the initial twinning stress assumed for a monocrystal \((\lim_{d \to \infty} (d^{-1/2}) = 0)\), and \(d\) is grain size. Haasen \[80\] carried out low-temperature tensile tests on monocrystalline Ni and observed twinning at 4.2 and 20 K at a shear stress considerably higher than that for Cu. This shear stress was estimated to be equal to 250–280 MPa, which is equivalent to a normal stress, \(\sigma_{T0}\), of 500–560 MPa.

Meyers et al. \[81\] conducted shock compression experiments on Cu up to pressures of 35 GPa. They detected an

Fig. 16. (a) Uniaxial compression and relaxation of 5 nm grain-sized Ni sample; (b) frames at different times showing emission and annihilation by reabsorption of partial dislocations into grain boundaries.
abundance of twins for grain sizes between 100 and 300 μm, but found no traces of twinning at a grain size of ~10 μm. Similar results were obtained by Sanchez et al. [82]. Voehringer [83] established that the twinning Hall–Petch slope for Cu, $k_T$, is ~0.7 MN m$^{-3/2}$, which is significantly higher than that for slip, $k_s$ ~0.3 MN m$^{-3/2}$. In the present modeling of Ni, it is assumed that $k_T$ for Ni is three times $k_s$. Thus, a $k_T$ value of 0.6 MN m$^{-3/2}$ is used for Ni.

Solid-solution strengthening and SFE effects are incorporated into the slip-twinning model as a result of alloying with W. The addition of solute atoms hinders the movement of dislocations, hence creating a strengthening effect [84]. Alloynin also significantly reduces the SFE, γSF. For instance, it has been shown that the SFE of Cu decreases by nearly 50% by the addition of 2 wt.% Al [35]. This effect is related to the change in the electron to atom ratio (e/a). Partial dislocations are under elastic equilibrium, where the repulsive forces between the bounding partials are balanced by the forces needed to minimize the stacking-fault area and maintain a minimum energy configuration. Thermodynamically, allying can alter the difference in the free energy between the hexagonal close packed (hcp, stacking-fault ribbon) and fcc structures and, therefore, the

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twins ($\times 10^{-2}$)</td>
<td>Partial ($\times 10^{-2}$)</td>
<td>Perfect ($\times 10^{-2}$)</td>
<td>&gt;1 dislocation in slip plane ($\times 10^{-2}$)</td>
<td>Correction factor</td>
<td>Total strain due to dislocation ($\times 10^{-2}$)</td>
<td>Grain-boundary shear ($\times 10^{-2}$)</td>
</tr>
<tr>
<td>Ni 5 nm (uniaxial compression)</td>
<td>0.0067</td>
<td>0.0212</td>
<td>0.00374</td>
<td>0.0003608</td>
<td>0.00144</td>
<td>0.0267</td>
</tr>
<tr>
<td>Ni 5 nm (uniaxial release)</td>
<td>0.0049</td>
<td>0.0129</td>
<td>0.00334</td>
<td>0.001026</td>
<td>0.00074</td>
<td>0.0181</td>
</tr>
</tbody>
</table>

Fig. 17. (a) Slip stress of Ni as a function of the concentration of W (at.%); (b) twinning stress as a function of temperature for a number of metals – both mono and polycrystals (from Meyers et al. [78]).
energy of the ribbon between two partials as well as their separation.

It is well-established in the literature that the twinning stress, \( \tau_T \), varies with SFE. Venables [85,86] and Vöhringer [87,88] performed extensive analyses on the twinning stress for a number of alloys and found that it varies with the square root of the SFE:

\[
\tau_T = k \left( \frac{\gamma_s}{Gb} \right)^{1/2},
\]

where, \( k \) is a proportionality constant and \( G \) is the shear modulus. Eq. (4) has been incorporated into our analysis. A \( k \) value of 6.8 GPa was estimated for Ni alloys. The shear modulus and SFE of Ni as a function of W concentration can be found in work by Tiearney et al. [89]. At 13 at.% W content (that present in the nc Ni–W samples), a shear modulus of 88 GPa and SFE of 52.5 mJ m\(^{-2}\) (60% drop in SFE) are reported.

Assuming a twinning Hall–Petch slope three times that of slip, a \( k_T \) value for Ni–W equal to 0.3 MPa m\(^{-3/2}\) is obtained. Just as in the case of pure Ni, a Hall–Petch behavior accounting for the effect of grain size on the twinning stress is adopted in predicting the critical twinning transition pressure in Ni–W (13 at.%). The following expression for the twinning stress was used:

\[
\sigma_T = k \left( \frac{\gamma_s}{Gb} \right)^{1/2} + k_{\text{tw}}d^{-1/2}.
\]

For Ni–13 at.% W, \( k = 6.8 \) GPa, \( k_{\text{tw}} = 0.3 \) MPa, \( \gamma_s = 52.5 \) mJ m\(^{-2}\), \( G = 88 \) GPa, \( b_s = 0.249 \) nm.

6.5. Critical pressure for slip-twinning transition

In this analysis, it is assumed that the transition from slip to twinning occurs when the shear stress for twinning, \( \tau_T \), becomes equal to or less than the shear stress for slip, \( \tau_s \):

\[
\tau_T \leq \tau_s.
\]

If one uses the same conversion parameters:

\[
\sigma_T \leq \sigma_s.
\]

This is a reasonable approximation since both mechanisms are subjected to the same stress system at the shock front. It should be mentioned that the criterion described here is based on the critical shear stresses for slip and twinning; the pressure only enters insofar as it determines the shear stress and strain rate.

We assume the twinning stress, \( \sigma_T \), to be pressure and temperature independent. The dependence of shock pressure on strain rate for Ni, obtained through the Swegle–Grady relationship [90], is not available in the literature. As an approximation, the strain rate vs. pressure behavior of Cu is adopted. The reasoning for this approximation is that Al and Cu, both fcc metals, have a strain-rate response to shock pressure that is very comparable even though the stacking-fault energy of Al is much higher. One would expect that the behavior of Ni should not significantly deviate from that of Al and Cu. Thus, the Swegle–Grady relationship for Ni is given as follows:

\[
\dot{\varepsilon} = 7.84 \times 10^{-33} \times P_{\text{shock}}^{2/3}.
\]

Two separate aspects have to be considered in the analysis: (i) plastic strain at the shock front, and (ii) shock heating. Both plastic strain by slip (and associated work hardening) and shock heating alter the flow stress of a material by slip processes and need to be incorporated into the computation. The total (elastic + plastic) uniaxial strain, \( \varepsilon \), at the shock front is related to the change in specific volume by [39]:

\[
\frac{V}{V_0} = e^\varepsilon.
\]

The pressure dependence on strain, determined from the Rankine–Hugoniot equations, equation of state, and Eq. (24) is expressed as follows [39]:

\[
P_{\text{shock}} = \frac{C_0^2(1 - e^\varepsilon)}{V_0[1 - S(1 - e^\varepsilon)]^{\gamma}}.
\]

The associated temperature rise in Ni as a function of shock pressure is represented by Eq. (26), which is a polynomial that was generated from thermodynamically calculated data in Ref. [39]:

\[
T_{\text{shock}} = 8 \times 10^{-20} \times P_{\text{shock}}^2 + 9 \times 10^{-10} \times P_{\text{shock}} + 301.5 \text{ K}.
\]

For Ni–W, the temperature rise and strain associated with a given shock pressure are determined just as outlined in the case for pure Ni.

Fig. 18a shows both the slip stress, \( \sigma_s \) (incorporating thermal softening, strain-rate hardening and work hardening) and \( \sigma_T \) as a function of pressure for Ni. The point at which the horizontal line defined by \( \sigma_T \), Eq. (22), intersects the slip stress at a given shock pressure, is defined as the critical twinning transition pressure. This transition pressure for Ni with a grain size of 30 nm was found to be ~78 GPa and is consistent with the fact that twins are not observed in experiments up to pressures of ~70 GPa. The result of the twinning transition pressure for nc Ni–13 at.% W, having a grain size of 10 nm, is illustrated in the plot in Fig. 18b. It is equal to 16 GPa, and is consistent with experiments where twins were observed at pressures of ~38 GPa.

The slip-twinning transition pressure as a function of grain size (micro- to nanometer regime) was also calculated. The strain-hardening exponent was varied between \( n = 0.5 \) in the micrometer regime (as determined by fitting to stress–strain plots found in Andrade [69]) and \( n = 0 \) in the nanometer regime [64]. The result is shown in Fig. 19. It clearly shows the much higher transition pressure in Ni as compared to Ni–W as well as the effect of grain size on the slip-twinning transition.
7. Conclusions

7.1. Monocrystalline Ni

- Molecular dynamics simulations of shock compression of [001] Ni provided a constitutive response consistent with Hugoniot data from experiments by Rice et al. [38]. Partial dislocation loops were emitted at the shock front along the {111} slip systems, consistent with the early homogeneous dislocation generation model [14].
- The pressure at which a transition from dislocation cells to stacking-faults occurs in Ni was found to be 27 GPa, close to the experimentally observed twinning pressure of 35 GPa.
- The analytical calculations of the cell-stacking fault and slip-twinning transitions in monocrystalline Ni are:
  - Cells → stacking-faults: $P \sim 27$ GPa
  - Slip → twinning: $P \sim 15$ GPa

In contrast, for monocrystalline Cu, they are [49]:
  - Cells → stacking-faults: $P \sim 5$ GPa
  - Slip → twinning: $P \sim 50$ GPa

The experimental results corroborate the analysis, which shows that Ni twins at a pressure below the stacking-fault formation; thus, individual stacking-faults are not observed [44]. On the other hand, for Cu, the stacking-fault transition occurs at a lower pressure than the twin threshold, and a stacking-fault regime is predicted and is indeed observed at intermediate pressures [52,53].

7.2. Nanocrystalline Ni

- The MD simulations predict dislocation densities orders of magnitude larger than the ones observed experimentally, confirming earlier comparisons in Cu by Cao et al. [12]. The cause for this discrepancy is identified: upon unloading from the peak pressure, the majority of dislocations generated in shock compression is annihilated. This suggests that previous observations of residual structures bear little resemblance to the defect configuration during compression.
- The various contributions to the shock strain were estimated, and it was found that grain-boundary sliding accounts for 58–90% of the total.
- The total strain due to dislocations was analyzed in the nc Ni samples, and it was mainly governed by partial dislocations, where grains acted as sources and sinks. The effects of grain-size (5 nm vs. 10 nm) and a different potential (Ni vs. Cu) were studied. Slightly more twinning was observed in Cu, as expected. Grain-boundary sliding was found to be slightly less in the 10 nm grain-size sample since it is more difficult for larger grains to shear past each other. More twinning was also favored for the smaller 5 nm Ni sample as compared to the 10 nm Ni sample.
- An analytical model of the slip-twinning transition in nc Ni (grain size ~30 nm) under shock compression predicts a critical twinning pressure of 78 GPa, consistent with TEM observations at the same grain size which show no evidence of twinning at shock pressures up to 70 GPa.
The same model applied to nc Ni–W (grain size ~10 nm) under shock compression predicts a critical twinning pressure of 16 GPa, consistent with TEM observations that show twin formation in nc Ni–W (grain size 10–15 nm) at a shock pressure of 38 GPa.
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