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1. Introduction

The response of metals to very high strain rate deformation is reasonably well-understood. In particular, shock experiments have been carried out for over 60 years. Detonating explosives in direct contact with the metal were first used [Fig. 1(a)], followed by the use of flyer plates driven by explosives and gas-guns to create the compressive pulse in the material [Figs 1(b) and 1(c)], and pressures attained were on the order of tens of GPa with accompanying strain rates on the order of $10^7$ s$^{-1}$ with durations on the order of microseconds or fractions thereof. More recently, laser pulses have also been used to study shock compression in metals. The generation of shock pulses in metals from laser-pulse induced vaporization at the surface was first demonstrated by Askaryon and Morez [1] in 1963. Shortly thereafter, White [2] and others [3–5] advanced this technique and postulated that lasers could be used to obtain Hugoniot data for a broad range of pressures. The use of surfaces covered by a laser-transparent overlay was introduced by Anderholm [6]; this enabled the confinement of the vapor products resulting in an increase of the peak pressure of the shock incident on the metal.

In 1963, Leslie et al. [7] reported dislocation structures in shock-compressed iron. Early experiments by Johari and Thomas [8] and Nolder and Thomas [9] investigated defect substructures generated in explosively deformed copper and copper–aluminum alloys and nickel. Table 1 presents the main reviews on the topic with the primary emphasis of the articles.

The rapid heating and thermal expansion of the surface layers during laser irradiation generates a shock which propagates through the material. Shock pressures higher than those in planar impact setups can be achieved (up to 10,000 GPa), and the strain rates attained are as high as $10^9$–$10^{11}$ s$^{-1}$. A basic difference is that the duration of the pulse in the laser shock is on the order of nanoseconds rather than microseconds. Fig. 1(d) shows several modes by which lasers can be used to shock compress materials: (i) the direct illumination configuration, (ii) plasma confining overlay, (iii) laser-driven flyer plates, and (iv) the *hohlraum* configuration, converting the laser pulse to X-rays. Shock amplitudes as high or higher than those generated by explosives or planar impact devices can be generated with a basic difference: the duration of the shock pulse is in the nanosecond range [10]. More accurate microstructural characterization is possible due to the self-quenching mechanism associated with laser shock. Some of the earliest experimental work on laser shock damage is from Armstrong and Wu [11], who carried out Berg-Barret X-ray diffraction experiments on laser damage in zinc.

Laser shock and isentropic compression experiments (ICEs; discussed in detail in Section 6) are rapidly evolving as effective methods to explore the extreme pressure, strain rate, and temperature regimes inaccessible through other
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Fig. 1. (a) Configuration for generating an HE-induced shock in metal; (b) Schematic of a shock recovery experiment performed by acceleration of a flyer plate by an explosive charge; (c) gas-gun driven shock compression experiments; (d) Methods of laser shocking materials; (i) direct laser illumination at an intensity above the ablation threshold; (ii) laser irradiation through a transparent overlay to increase achievable pressures; (iii) laser accelerated flyer plate; and (iv) laser generated X-rays through a hohlraum (indirect drive).
techniques. Although laser shock compression does not yet have the temporal and spatial uniformity of pressure as plate impact experiments, it has a significant advantage, especially from the point of view of recovery. The post-shock cooling is orders of magnitude faster than in plate-impacted specimens because of two key factors: (a) the short duration of the pulse and (b) the rapid decay, creating a self-quenching medium.

More recently [24–26], pulsed X-ray diffraction has been used to obtain quantitative information of the lattice distortions at the shock front. These measurements can be used to resolve issues of dislocation generation and motion as well as lattice distortions at the shock front. Coupled with recovery experiments to examine the deformation substructures, laser shock experiments are being used to obtain an understanding of compressive shock defect generation and relaxation processes. In this chapter, recent work on the laser shock compression of copper, copper alloys, and nickel is reviewed, examining the effects of crystallographic orientation, pressure decay, and stacking-fault energy (SFE) on the deformation microstructure. There is specific emphasis on the slip to twinning transition. A new criterion for the transition from perfect to partial dislocation nucleation is proposed. This criterion explains the transition from cells to stacking faults, why for pure copper the cell structure gives rise to planar stacking faults above a critical pressure, and how this transition pressure decreases with a decrease in SFE.

The response of dislocations to shock compression can be rationalized through the classic Orowan equation [27], proposed in 1940:

\[ \gamma = k \rho \bar{b} l \]  \(\text{(1)}\)

where \(\gamma\) is the strain, \(\rho\) the mobile dislocation density, \(\bar{b}\) the Burgers vector, \(\bar{l}\) the mean distance traveled by a dislocation, and \(k\) is a proportionality constant. By taking the time derivative:

\[ \dot{\gamma} = k \bar{b} \frac{d}{dt} (\rho \bar{l}). \]  \(\text{(2)}\)
Thus, the strain rate has two components:

\[ \dot{\gamma} = k b \rho \frac{d\ell^*}{dt} + k b l \frac{d\rho}{dt}. \] (3)

Prescribed strain rates can be either accommodated by dislocation movement (at a velocity \( dl/dt \)), the generation of dislocations \( (d\rho/dt) \), or by a combination of both. At the lower strain rates, the velocity of dislocations is not a limiting factor, but in shock compression, especially at higher pressures (above the HEL), the \( d\rho/dt \) term dominates. Thus, the generation and not the movement of dislocations determines the overall configuration. Indeed, Zerilli and Armstrong [28] pointed out this aspect of the Orowan equation which cannot be overlooked, if one considers the change in dislocation density due to the activation of sources. Armstrong and Elban [29] also note that heat generated by rapid dislocation motion in shock-compressed energetic crystals plays an important role in the detonation process. Armstrong et al. [30,31] addressed the relationship experimentally obtained by Swegle and Grady [32] and expressed it in terms of dislocation dynamics, incorporating nucleation and propagation of dislocations at the front. Specific mechanisms for the generation and high-velocity motion of these dislocations are presented in Section 2. There exist a number of reviews on defects generated in shock compression. The most prominent are shown in Table 1. These works supplement the material presented here and provide a broad background.

2. Early models for dislocations in a shock front

A number of models have been proposed for the generation of dislocations in shock loading. They will be reviewed next. The dislocation generation mechanisms operating under shock loading vary from the conventional ones operating at low strain rates, where the first term in eq. (3) (dislocation motion) dominates to mechanisms uniquely associated with high strain rates, including the dominance of the second term in eq. (3) (dislocation generation).

2.1. Smith’s model

Smith [21] made the first attempt to interpret the metallurgical alterations produced by shock waves in terms of fundamental deformation modes. He depicted the interface as an array of dislocations that accommodates the difference in lattice parameter between the virgin and the compressed material. In this sense, the Smith interface resembles an interface between two phases in a transformation. Fig. 2(a) shows the interface if no dislocations were present; the deviatoric stresses cannot be relieved. This interface of dislocations would, according to Smith, move with the shock front, as shown in Fig 2(b). Since the density of dislocations at the front is, according to Smith, \( 10^3 \text{–} 10^4 \) times higher than the residual density, sinks and sources, moving at the velocity of the shock, were postulated.
2.2. Hornbogen model

Hornbogen [34] modified Smith’s model because it could not account for the residual dislocation substructures found in shock-loaded iron, where screw dislocations lying on \( \langle 111 \rangle \) directions were found. Hornbogen’s explanation is shown schematically in Fig. 2(c). Dislocation loops are formed as the compression wave enters the crystal. The edge components move with the velocity of the shock front, so that their compression zone forms the wave; and the screw components remain and extend in length as the edge components advance. As will be seen in Section 5, the residual dislocation density in iron is, indeed comprised primarily of screw dislocations.

2.3. Homogeneous dislocation nucleation model

The limitations of Smith and Hornbogen’s proposals led Meyers [35,36] to propose a model whose essential features are as follows:

1. Dislocations are homogeneously nucleated at (or close to) the shock front by the deviatoric stresses set up by the state of uniaxial strain; the generation of these dislocations relaxes the deviatoric stresses.
2. These dislocations move short distances at subsonic speeds.
3. New dislocation interfaces are periodically generated as the shock wave propagates through the material.

This model presents, with respect to its predecessors, the following advantages:

1. No supersonic dislocations are needed.
2. It is possible to estimate the residual density of dislocations.
An early version was proposed in 1978 [36]. Fig. 3 shows the progress of a shock wave moving through the material in a highly simplified manner. As the shock wave penetrates into the material, high deviatoric stresses effectively distort the initially cubic lattice into a rhombohedral lattice [Fig. 3(a)]. When these stresses reach a certain threshold level, homogeneous dislocation nucleation can take place [Fig. 3(b)]. This process of deviatoric stress buildup and relaxation through the homogeneous dislocation loop generation repeats itself [Figs 3(c) and 3(d)].

Fig. 4 shows an idealized configuration of dislocation loops when a shock wave propagates through the lattice. The planes are (1 1 1) and the dislocations are edge dislocations. The screw components are not shown in the picture. As the shock-front advances, the dislocation interface is left behind. As this occurs, elastic deviatoric stresses build up.

Fig. 3. Shock front evolution according to a homogeneous dislocation nucleation model [36].

Fig. 4. Stresses due to dislocations on a reference point 0 at shock the front (adapted from [37]).
We reproduce below the early and more recent calculations and discuss the reasons for the difference. As shown in Fig. 4, successive layers of interfacial dislocation loops are generated and left behind by the shock front. The insertion of dislocations relaxes the deviatoric stresses that elastically distort an ideal lattice to rhombohedral. Hence, a reduced cubic lattice is restored by the insertion of dislocations in the near vicinity of the shock front. The dislocation spacing along the front required to accommodate this is $d_2$ (Fig. 4). This situation is analogous to the epitaxial growth of films, in which interface dislocations, creating a semi-coherent boundary, accommodate the disregistry. The dislocation spacing along the front is calculated from the ratios of the original and compressed lattices. The ratio between the initial and compressed specific volumes of the lattices, $V_0$ and $V$, is:

$$\frac{V}{V_0} = \left(\frac{b_s}{b_0}\right)^3,$$

where $b_0$ is the original Burgers vector and $b_s$ the compressed Burgers vector. The spacing of dislocations at the front is given by the epitaxial growth equation:

$$d_2 = k\frac{b_0 \cdot b_s}{b_0 - b_s},$$

where $k$ is an orientation factor. These interplanar spacing can be expressed in terms of dislocation densities. The dislocation density generated can be calculated from $d_2$, and $h$, the spacing between successive dislocation loop layers nucleated. Since each distance $d_2$ corresponds to two dislocations (on planes $(111)$ and $(1\overline{1}1)$), the spacing $d_2/2$ is taken. Thus, the dislocation density, $\rho$, is:

$$\rho = \frac{2}{d_2 h}.$$

At this point, the early and more recent calculations diverge. In the early version, $h$ was taken equal to $d_2$, as a first approximation. This is reasonable and is based on the assumption that the stress field of a dislocation has a radius equal to the dislocation spacing, $d_2$. Thus:

$$\rho = \frac{2}{d_2^2}.$$

The more recent model, developed with the important input of Ravichandran (private communication, 2002), uses a more detailed analysis. The spacing between dislocation loop layers is calculated by using the stress fields around dislocations and summing them at a generic point $0$ at the front over the stress field of all dislocations. The stress fields due to the dislocation arrays balance elastic distortion at the shock front. Thus, when the stresses at the front reach a critical level (at which homogeneous dislocation nucleation of loops can occur), a new layer of dislocations is formed. The shear stress at point $0$ in the front (Fig. 4) can be...
estimated from the stress fields due to the last layer of dislocations. This is described by Meyers et al. [37]. Assuming edge dislocations only:

\[
\sigma_{11} \approx \frac{Gb}{2\pi(1-v)\pi d^2} \left( 1 - \sum_{n=-\infty}^{\infty} \frac{1}{n^2} \right) = 0, 
\]

\[
\sigma_{22} \approx \frac{Gb}{2\pi(1-v)(-2h^2)} \left( \frac{2\sqrt{2}}{n^2d^2} \right) \left( 1 - \sum_{n=-\infty}^{\infty} \frac{1}{n^2} \right) = 0, 
\]

\[
\sigma_{12} \approx \frac{Gb}{2\pi(1-v)n^2d^2} \left( 1 - \sum_{n=-\infty}^{\infty} \frac{1}{n^2} \right) = \frac{\pi^2}{90}, 
\]

where \( v \) is Poisson’s ratio.

Thus, the normal stresses due to dislocations at 0 are zero and one has only the shear stress. When this stress equals the stress required for the nucleation of a dislocation loop, a new dislocation is generated. This is discussed further in Section 6.4. The dislocation density can be obtained from the stress for homogeneous nucleation of dislocation loops. From Xu and Argon [38], the activation energy is zero at the critical stress for plastic flow, which is considered as the stress at which the loops are generated. This stress was taken as [39]:

\[
\sigma_{12} = 0.04G. 
\]

For a more detailed discussion, see Section 4.1.

The spacing between dislocation planes can be calculated by setting eq. (10) equal to eq. (11):

\[
h = \frac{0.8(1-v)\pi d^2}{\pi^2 b^2 d^2}. 
\]

The dislocation density is obtained from eq. (6):

\[
\rho = \frac{2\pi^2 b \pi}{0.8(1-v)d^2}. 
\]

The Rankine–Hugoniot equation connecting pressure \( P \) to specific volume \( V \) is [29]:

\[
P = \frac{C_0^2(1 - V/V_0)}{V_0[1 - S(1 - V/V_0)]^2}. 
\]

where \( C_0 \) is the ambient sound speed, and \( S \) is an equation of state (EOS) parameter. The application of eqs (4), (5), (7), and (14) leads to the dislocation density as a function of pressure (early model):

\[
P = \frac{C_0^2[1 - (1/1 + kb_0(\rho/2)^{1/2})^3]}{V_0[1 - S[1 - (1/1 + kb_0(\rho/2)^{1/2})^3]]^2}. 
\]
These initial calculations of dislocation densities produced results orders of magnitude higher than the observed results [36]. They are shown in Fig. 5.

A recalculation of the improved model by Meyers et al. (2003) [37], using a slightly modified approach, is shown below. By substituting eq. (4) into eq. (5) and the result into eq. (13) one obtains:

\[ \rho = \frac{2\pi^2}{0.8(1 - v)k^3b^2_0} \left( \frac{V}{V_0} \right)^{-2/3} \left[ 1 - \left( \frac{V}{V_0} \right)^{1/3} \right]^3. \]  

(16)

Solving eqs (14) and (16) by assigning different values \( V/V_0 < 1 \), one obtains the dislocation density as a function of pressure. This is shown in Fig. 5. The difference between the original (1978) and improved models is clear from the two plots in Fig. 5 and by comparing eqs (7) with (13). Eq. (13) can be approximated as \( 35b_2/d_2^2 \).

For low pressures, \( d_2 > 35b_5 \) and the early model (1978) prediction gives higher dislocation densities. For \( P > 32 \) GPa, \( d_2 < 35b_5 \) and the 2003 model predicts a higher dislocation density.

There is also a second case: moving dislocations. If the dislocations are assumed to move under the influence of the high residual stresses, they try to “catch up” with the front, the maximum of \( h_2 \) is reached. This results in an increase in the spacing between dislocation arrays from \( h \), given in eq. 12, to \( h_2 \):

\[ h_2 = 4\left[ \left( \frac{kVd}{Us} \right) \right]. \]  

(17)
where $V_d$ is the dislocation velocity and $k$ an orientation factor. When $V_d = 0$, eq. (17) reduces to eq. 12. When the dislocation velocity equals the shear wave velocity $V_{sw}$ (our maximum assumed velocity for dislocation velocities), $h_2$ reaches a maximum:

$$h_2 = 4h\left(1 + \frac{kV_{sw}}{U_s}\right)$$

(17a)

The predictions based on the two values of $h$ (eq. (12) for stationary dislocations and eq. (17a) for dislocations moving at the shear sound velocity) are shown in Fig. 5 and compared with experimental results. The calculations are lower, by a factor of 5–10, than the measured densities. However, this is much closer to the experimental results than the earlier model [36].

Evidently, the improved calculation predicts values that compare more favorably with dislocation densities measured from transmission electron microscopy. The approach was thought to predict realistically the currently observed results. However, recent molecular dynamics (MD) calculations predict results that are much closer to the original calculations (early model). One possible reason for this is that the “improved” model, based on stresses from dislocations, does not consider the stresses from the opposing dislocation in each loop. Only the dislocations in the last layer, facing the front, are included. If the dislocations in the backs of the loops were considered, there would be cancellation of the stress fields when the loop radius is small in comparison with $h$. As shown in Section 6.4, the nucleating loop radius, which is a function of the applied shear stress, is small at the high shear stresses imposed by shock compression. Thus, the early model might be a better representation of the generation of dislocations, and the spacing between adjacent dislocation layers in the shock wave propagation direction is closer to $d_2$ than to $h$. This is further discussed in Section 8.

2.4. Zaretsky model

Zaretsky [44] proposed a dislocation model based on multiplication and motion of partial dislocations (rather than perfect dislocations) bounding a stacking fault. In essence, their model extends the homogeneous dislocation nucleation model of Section 2.3 to partial dislocations. Stress-activated stretching of lateral branches of the partial dislocation bowed-out segment results in collapse of these branches with subsequent restoration of the “initial” dislocation half-loop and generation of a “fresh” partial dislocation loop, both capable to produce the next multiplication act. The multiplication results in the exponential increase of the concentration of both dislocations and stacking faults. The model explains the variations of X-ray diffraction patterns for material undergoing shock compression and the shock-induced formation of twins. Fig. 6 shows an illustration of the generation of stacking faults according to Zaretsky [44].
2.5. Weertman mechanisms

Weertman [45] considered two regimes of shock-wave propagation: weak shocks (pressure small in comparison with bulk elastic modulus) and strong shocks (pressure on the same order of bulk elastic modulus). For weak shocks, Weertman and Follansbee [46,47] considered the front as composed of a superposition of plastic waves. They applied the Orowan equation [eq. (2)] eliminating the $d\rho / dt$ term:

$$\dot{\gamma} = \kappa b \rho \frac{d\tilde{l}}{dt}. \quad (18)$$

Thus, conventional mechanisms of dislocation motion accommodate the plastic strain at the front. For strong shocks, Weertman [45] proposed a mechanism incorporating both supersonic dislocations in a Smith interface at the front and a homogeneous dislocation generation behind the front. This is a hybrid of the Smith and Meyers models, as can be seen in Fig. 7.
2.6. The question of supersonic dislocations

The existence of supersonic dislocations is fundamentally important and yet is an unresolved question. One of the earliest suggestions was a special configuration postulated by Eshelby [48] to move dislocations supersonically. Weertman [49,50] developed the mathematical analysis of subsonic, transonic, and supersonic dislocations, using the relativistic theory originally proposed by Frank [51]. He divided the behavior into three regimes: subsonic (below the shear-wave velocity); transonic (between the shear and the longitudinal wave velocities); and supersonic (higher than the longitudinal wave velocity). Thus, these researchers accepted the possibility of supersonic dislocations.

Gumbsch and Gao [52] carried out MD calculations in simple shear and obtained the velocities shown in Fig. 8 for an edge dislocation. Their atomistic simulations show that dislocations can move transonically and even supersonically if they are created as supersonic dislocations at a strong stress concentration and are subjected to high shear stresses. We note that the divergence in dislocation velocity at the Rayleigh velocity (edge dislocations) or shear-wave velocity (screw dislocations) is a consequence of assuming a compact dislocation core. MD simulations show a spreading core and these divergencies vanish. The topic is discussed further by Hirth and Lothe [39] and Hirth et al. [53]. Gilman [54] showed that the limiting speeds of moving dislocations are determined by inertial effects, or by viscous drag, at their cores. He developed simple expressions for the limiting speeds. He argued that the Frank proposal that the speeds are limited by the inertia of the elastic fields, accompanied by Lorentz contractions, is flawed because it neglects the angular momentum of a moving dislocation; or, equivalently, because it assumes that the motion is steady if the velocity is constant, which is not possible because the motion
creates plastic deformation. He also discarded the Gumbsch and Gao [34] MD calculations predicting supersonic dislocations.

3. Polycrystallinity effects

Meyers [55,56] and Meyers and Carvalho [57] proposed, in 1976, that the shock front was affected by the polycrystallinity of the material and acquired an irregular configuration. This concept had been originally expressed in a qualitative manner in Meyers’ [55] doctoral dissertation. They performed simple calculations showing that the shock-front width increased with increasing grain size, for the same travel distance. Based on experimental results by De Angelis and Cohen [58] suggesting that grain rotation could occur in shock compression, Meyers et al. performed a number of experiments in aluminum [59], copper [60], and stainless steel [61]. For aluminum, Dhere et al. [59] varied the grain size from 26, 70, and 440 μm and subjected the systems to shock deformation at 5.8 GPa. However, after the shocks they could not detect any change in texture by X-ray diffraction, even though the cold rolled samples had significant texture changes. They also looked at misorientations within the grains by Kikuchi lines. Braga [60] shocked a copper bicrystal and observed a higher dislocation density close to the interface, suggesting
an effect of polycrystallinity. Fig. 9 shows the dislocation cell structure in the monocrystalline region (away from the boundary) and close to the boundary. There is a definite difference. In stainless steels, Kestenbach and Meyers [61] identified changes in deformation mechanisms as a function of grain size. However, no grain rotation was observed.

Later, experiments carried out with Murr, Hsu, and Stone [62] on polycrystalline and monocrystalline Fe–Ni–Cr alloys revealed some differences in the microstructure, the polycrystal exhibiting a slightly larger dislocation density. Systematic experiments with Murr [63,64] on nickel (monitoring the pressure pulse decay over distances of over 100 mm with samples having two widely different grain sizes) failed to reveal significant changes. Diagnostics (manganin gauges) did not show any difference in the rate of attenuation of the shock wave. This research direction was discontinued in the 1970s for lack of more sensitive diagnostic tools.

In 2006, atomistic simulations of shock wave propagation in nanocrystals were carried out by Bringa et al. [65]. The calculations demonstrate that the width of the wave is indeed a function of grain size, pressure, and time. The atomistic calculations match the analytical calculations of Meyers [56] and Meyers and Carvalho [57] for the width of the shock front for polycrystalline copper which, in turn, agreed with measurements of Jones and Holland [66] in the microcrystalline regime, as shown in Fig. 10.

The MD simulations also reveal the details of the propagation of a shock wave through the nanocrystalline (nc) metal. Fig. 11 shows snapshots at two different
Fig. 10. Experimentally measured (Jones and Holland, [66]), analytically calculated (Meyers, [56]), and MD predictions of the rise time of the shock wave in copper as a function of grain size, $d$, in the conventional grain-size domain (Adapted from Bringa et al. [65]).

Fig. 11. MD simulations of shocked polycrystalline Cu showing the wave front at two different times. Grain-boundary atoms are shown as small black dots. $d = 6$ nm, $P = 22$ GPa, $U_p = 0.5$ km s$^{-1}$ and strain = 40%. Atoms are colored according to their kinetic energy (red, high – moving at $U_p$; blue, low – unshocked). The upper frame shows a sharp front inside the grains, with some refraction due to orientation. Note that the energy levels track the GB, and that in frame (b) the front itself tracks the shape of one of the grains. Some of the stacking faults generated by the wave (emitted from grain boundaries) are marked with blue circles. From Bringa et al. [65].
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The simulations suggest that the effect of grain boundaries in the width of the wave front is small compared to the effect of anisotropy from crystal to crystal. This is the reason why the continuum model by Meyers [56,57] was able to predict the front dispersion due to polycrystallinity. The dispersion of the wave calculated by MD, represented by the shock-front width normalized to the grain size, $\Delta z/d$, versus grain size, at three shock pressures (22, 34, and 47 GPa) is shown in Fig. 12(a). This shows that the normalized shock-front thickness decreases with increasing grain size.

![Diagram](image_url)

Fig. 12. (a) Results of MD simulations for shock front width, normalized to the grain size, versus pressure and grain size (from Bringa et al. [65]). (b) Normalized width of the shock front, $\Delta x/d$ versus normalized propagation distance $x/d$ ($d =$ grain size); analytical (Model) and MD simulations. From Barber and Kadau [67], Fig. 2, p. 144106.
and with increasing pressure, whereas the absolute (un-normalized) shock-front width decreases with decreasing grain size. These simulations lead to a better understanding of the physics governing shock width. One of the possible applications of nanocrystalline (nc) metals, due to the greater sharpness of the shock front for small grain size, is as targets in the National Ignition Facility (NIF) at Lawrence Livermore National Laboratory [68]. The nc grain size would ensure that the fluctuations in the shock front remain small, decreasing the level of undesired hydrodynamic instabilities, which degrade inertial confinement fusion (ICF) capsule performance.

Barber and Kadau [67] extended the Meyers–Carvalho [56,57] analysis and obtained a shock-front width that varies as the $\frac{1}{2}$ power of the penetration distance. Fig. 12(b) shows the normalized width of the shock front, $\frac{\Delta x}{d}$ versus normalized propagation distance $\frac{x}{d}$ ($d =$ grain size). Both the analytical (Model) and MD simulations are shown. This result provides additional confirmation of the effect of polycrystallinity on the shock-front configuration.

4. Dislocation structures generated in different metals

Dislocation structures generated by shock loading have been exhaustively investigated. By far the most effective method of characterization is transmission electron microscopy (TEM). The first detailed characterization is due to Dieter [12,13] followed by Leslie [7]. The dislocation structure shown in Fig. 13 for BCC iron subjected to a 7 GPa shock reveals straight screw dislocations aligned in two directions. This morphology led Hornbogen to propose his shock propagation mechanism (Section 2.2). As the pressure is increased above the $\alpha$(BCC)$\rightarrow\varepsilon$(HCP) transition, a completely different structure results, with profuse debris from the phase transition.

In FCC metals, on the other hand, one does not observe such a structure. Indeed, even Ta, a BCC metal, does not have such an aligned dislocation

![Fig. 13. Dislocation structure in BCC iron subjected to 7 GPa pressure shock. From Leslie et al. [7], Fig. 3, p. 122.](image-url)
structure, being characterized by more random orientations of dislocation lines. Characteristic of high stacking fault energy (SFE) FCC metals are loose dislocation cells, illustrated in Fig. 14 for Cu and Ni. As the pressure increases the cell size decreases. Murr and co-workers [18,40,69–77] carried out extensive investigations on shock-recovered specimens. Murr and Kuhlmann-Wilsdorf [42] correlated the cell sizes to the shock pressures and proposed the relationship between the dislocation density, $\rho$, and pressure, $P$:

$$\rho \propto P^{1/2}. \quad (19)$$
Eq. (19) is a direct consequence of the Kuhlmann-Wilsdorf (K-W) relationship between dislocation cell size, $l$, and dislocation density (her Principle of Similitude):

$$l \propto \rho^{-1/2}.$$  \hfill (20)

The effects of both pressure and pulse duration for shocked Ni are seen in the $P-t_p$ plot by Murr [73] (Fig. 15). He developed similar maps for different metals.
5. Stability of dislocation structure generated in shocks

The loose residual dislocation cell structure often encountered after shock compression is not stable, since the equilibration time for recovery is minimal. Hence, upon plastic deformation at conventional strain rates ($10^{-3}$–$10^{-4}$ s$^{-1}$), the residual dislocation structure often collapses into better defined cells, with an associated stress drop. This phenomenon, called “work softening,” was first observed in low-temperature shock deformation of FCC metals followed by ambient temperature deformation (e.g., Longo and Reed-Hill [78,79]). The shock-induced structure after subsequent plastic deformation is shown in Fig. 17 [63]. One can see a large elongated cell that has formed and annihilated the smaller loose cells characteristic

and alloys. For Ni, as the pressure is increased the cell size decreases. At 30 GPa a new mechanism sets in – deformation twinning. The effect of pulse duration is evident in the horizontal line of photomicrographs, at 25 GPa. The dislocation cells become more distinct as the pulse duration increases.

As the SFE of FCC metals decreases (through alloying) the critical transition pressure for twinning also decreases. The dislocation cells are gradually replaced by planar dislocation arrays and stacking faults. This transition is treated in Section 6.

Intermetallic compounds are also hardened by shock waves. The dislocation structures are more complex by virtue of the ordered nature of the structure. Fig. 16 shows the dislocations generated in Ni$_3$Al and NiAl (Gray, private communication).
of shock compression (see Section 4). The quasi-static tensile response in the annealed condition, and after having been shocked is shown in Fig. 18(a). When the shocked specimen is deformed at ambient temperature, it necks immediately upon the onset of plastic deformation. However, when it is deformed at 77 K, the shock-induced structure continues to produce work hardening. This is the classical manifestation of the phenomenon of work softening as described by Longo and Reed-Hill [78]. This led Meyers [80] to propose that shock hardened Ni exhibited work softening. However, the results can be interpreted differently; Gray [81] suggested that the softening could be due to other causes and that only compressive response would identify the phenomenon incontrovertibly. This was successfully carried out by Lassila et al. [82] and is shown in Fig. 18(b). The compressive true stress–true strain curve for shock-compressed copper at ambient temperature shows a clear softening. In a similar fashion to the response of Ni, the 77 K response shows the characteristic hardening.

The shock-compressed copper was mechanically tested in compression at a strain rate of $10^{-3}\text{s}^{-1}$ and temperature of 300 K; the conditions subjected to lower pressures (27 and 30 GPa) exhibited work softening, in contrast to the conventional

Fig. 17. TEM showing breakdown of shock-wave induced residual substructure in Ni shocked to 20 GPa and subsequently deformed in tension at ambient temperature until failure; TEM foil taken from neck portion of tensile specimen.
work hardening response. This work softening is due to the uniformly distributed dislocations and the formation of loose cells, evolving, upon plastic deformation at low strain rates, into well-defined cells, with a size of approximately $1 \mu m$.

6. Detailed characterization of shock-compressed metals

We focus next on two metals that we have investigated in detail: copper and nickel. This constitutes the doctoral dissertations of Schneider [83], Cao [84,85], and Jarmakani [86] carried out in collaboration with LLNL researchers. We used two techniques: flyer-plate impact (by explosives and gas-guns) and laser-driven shock waves.

6.1. Explosively driven flyer-plate impact

We summarize here the work presented by Cao et al. [87,88] using the experimental setup shown in Fig. 1(b) and specimens pre-cooled to 90 K to minimize thermal effects. It is seen that, in spite of the care taken, there was extensive recrystallization for the higher-pressure (57 GPa) experiments. The specimens were monocrystalline Cu with two crystalline orientations: [0 0 1] and [2 2 1].

6.1.1. [0 0 1] copper impacted at 30 GPa

Fig. 19 shows the scanning electron microscope – electron channeling contrast (SEM-ECC) pictures from a 30 GPa post-shocked [0 0 1] Cu specimen. Fig. 19(a) reveals that the back surface of the sample was full of slip band traces. Fig. 19(b) provides a more detailed view of the area with slip band traces. The presence of two sets of lines, which are spaced almost exactly $90^\circ$ apart, is clear evidence for $\{1 1 1\}$
Fig. 19. SEM pictures of the residual microstructure from [001] Cu shocked at 30 GPa, driven by an HE-accelerated flyer plate. (a) Back surface of Cu sample showing traces of slip bands; (b) detailed view of slip bands forming a 90° angle [87,88].

Fig. 20. (a) Stacking faults were observed in 30 GPa post-shocked [001] copper samples. (b) Two sets of perpendicular traces of the stacking faults were shown on the (001) plane when the TEM electron beam direction is $B = \{001\}$; (c) detailed view of the stacking faults [87,88].

traces on the plane of observation, (001). The microstructure shown by TEM for the same specimen (not shown) confirms that the deformation markings are slip bands and stacking faults. Fig. 20(a) shows traces of the stacking faults. The thin foil has straight “boundaries” resulting from fracture along the slip bands, which were also found by SEM [as in Fig. 20(a)]. Fig. 20(b) shows the two sets of stacking faults as $\{\bar{2}20\}$ and $\{220\}$ traces in the (001) plane when the TEM electron beam direction is $B = \{001\}$. It seems that the stacking faults in $\{\bar{2}20\}$ direction were formed before the $\{220\}$ ones, because they are continuous, while the $\{220\}$
stacking faults are segmented. The occurrence of stacking faults is comparable to that found by Meyers and co-workers [37] on laser-induced shock compression of monocrystalline copper.

Very little work has been done using TEM to provide the three-dimensional (3D) picture of microstructural evolution during plate impact. Fig. 20(c) reveals the microstructure along the [1 0 0] crystal orientation shocked to 30 GPa. The [1 0 0] crystal orientation is perpendicular to the [0 0 1] shock direction ([0 0 1] shock-front plane). Stacking faults similar to the ones on the (0 0 1) plane were observed on the (1 0 0) plane [Figs 20(a) and 20(b)], which may indicate the stacking faults are distributed throughout the sample for the 30 GPa case. The traces of these stacking-fault packets form an angle of 90°, which is exactly the expected angle. Later, in Section 7 (Fig. 51(a)), a montage is presented.

6.1.2. [2 2 1] copper impacted at 30 GPa

Fig. 21 shows a SEM–ECC picture for the [2 2 1] orientation. At higher magnification (not shown), the details are illustrated more clearly. Two traces of slip bands are present with an angle of 56°. They are the traces of {1 1 1} planes on (2 2 1). Although the substructure of the [2 2 1] copper shocked at 30 GPa is full of bands, the morphology of these bands varies throughout the sample. The formation of similar bands in shocked samples has been described by Gray and Huang [89]. Microbands having widths of 20–30 nm were found within the larger bands. Fig. 22(a) shows the regular slip band morphology. In Fig. 22(b), slip bands were found inside some larger bands.

The microstructure on the (1 1 0) plane in the 30 GPa impacted [2 2 1] sample is shown in Fig. 22(c). Similar bands as shown in Fig. 22(a) were also observed. These bands align with [1 1 2] orientation, which indicates that they might be the traces of (1 1 1) planes on (1 1 0). The basic difference with the [0 0 1] crystal is that two (or more) systems are simultaneously activated in the former, whereas
Fig. 22. (a) Regular slip bands in Cu; (b) the formation of bands when electron beam direction is $B = \{001\}$. Slip bands were formed inside those bands; (c) two sets of slip bands interact with each other [87].
Figs 22(a) and 22(c) show primarily one trace. In contrast with [001], one slip system is highly activated with minor activity in the cross-slip system.

6.1.3. [001] copper impacted at 57 GPa

SEM–ECC analysis shows that the shock-induced structures of the surface perpendicular to the shock propagation direction (Fig. 23) consists of a mix of recrystallized grains (area A in the picture), and bands (area B) with a width of 15–16 \( \mu \text{m} \). TEM confirms that the structure is not uniform. Microtwins, dislocation tangles, deformation bands, and slip bands are seen in the regions. The diversity of the post-shocked microstructures was induced by the high shock pressure and post-shock heating. Microtwins were observed throughout the sample [Fig. 24(a)]. The electron beam direction is [011]; they have a \( \{\bar{1} 1 \bar{1} \} \)-habit plane, whose perpendicular is marked in figure. The sizes of these microtwins vary from 80 to 180 nm. Murr [18] and Johari and Thomas [8] showed that twinning is a favored deformation mechanism under shock loading. This is treated in Section 6.3, where a formal criterion is presented.

Fig. 25(a) shows the general view near the back surface of the specimen (foil parallel to shock-front plane). A shear band with a width of about a 1.5 \( \mu \text{m} \) crosses the foil. Compared with the slip bands around it, this shear band is larger and breaks the other slip bands. The microbands in Fig. 25(a) have distinct characteristics. The vertical bands are larger than the horizontal ones, whereas the number of horizontal ones is much higher than that vertical ones. Fig. 25(b) is a detailed image of these slip bands. Two sets of slip bands having a width of about 0.5 \( \mu \text{m} \) are shown. The direction of vertical slip bands was identified as [1 \( \bar{1} 2 \)], which might be the trace of a \( \{\bar{1} 1 1\} \)-plane. The horizontal bands seem to be cut by the vertical ones and recovery effects appear in these bands. By measuring the distances between the repeated structures in both Figs 25(a) and 25(b), we found that they have the same width of around 500 nm. The periodicity of the features of both the dislocations and bands is remarkable. We speculate that these dislocation features are due to the recovered slip traces seen in Fig. 25(a).
Deformation bands are shown in Fig. 25; these localized shear bands undergo thermal recovery in places [Fig. 25(c) and 25(d)]. Between these bands, there are dislocation tangles and in some places the dislocation density is very high. The dislocation density was lower and the arrays were extended in the second thin foil along the shock direction. Mughrabi et al. [90] found some dislocation cell structures very similar to our observations, but they are quite unlike the cells observed by other investigators (e.g., Johari and Thomas [8]). Gray and Follansbee [91] concluded that increasing peak pressure or decreasing pulse duration (dwell
time of pulse) decreased the observed dislocation cell size and increased the yield strength. The dislocation cells were extended and, therefore, showed some deformation characteristics. Murr [18] measured the dislocation cell sizes in shock-compressed Cu and Ni. For a shock pressure of 57 GPa, one would expect cell diameters around 90 nm. Cell-like structures with poorly defined cell walls are also observed in stainless steel [72]. If the shock-pulse duration is low, the
substructures are more irregular because there is insufficient time for the dislocations generated by the peak pressure (in the shock front) to equilibrate. Other studies confirm substructure consisting of tangled dislocations in cellular arrays.

6.1.4. [2 2 1] copper impacted at 57 GPa
The [2 2 1] copper samples shocked at 57 GPa were fully recrystallized. This recrystallization is consistent with post-shock cooling calculations conducted by Cao et al. [88]. For 57 GPa, the calculated residual temperature is 420 K. Although this is sufficient for recrystallization at long times, the post-shock cooling effectively returns the temperature to 300 K in 20–40 s. This would most probably not be sufficient for large-scale recrystallization. Cao et al. [88] proposed that shear localization can lead to temperature rises of up to 500 K above the predictions for shock compression/isentropic release.

6.2. Laser shock compression of copper
The principal results obtained by Meyers et al. [37] and Schneider et al. [92, 93] are summarized here. Two orientations of single-crystal copper were investigated: [1 0 0] and [1 3 4]. The experiments were done on the Omega laser at the Laboratory for Laser Energetics (LLE) at the University of Rochester in New York. The high-power laser pulse was used to launch a strong shock into the Cu sample, which evolved into a decaying blast wave. The results from radiation–hydrodynamic simulations give the resulting pressure versus position in the sample, shown in Fig. 26.

Fig. 26. (a) Simulated pressure profiles as a function of distance from the energy deposition surface for a laser energy of 200 J; (b) Maximum pressure as a function of distance from the laser driven surface for three laser energies. In all cases, the laser wavelength was 351 nm, pulse shape was 3 ns square, and the laser spot size on target was $\sim 2.5$ mm in diameter [37].
Fig. 26(a) shows the decay of the shock pressure generated by an initial laser energy of 200 J, pulse shape of 3 ns square, and spot size (diameter) of ~2.5 mm. As the pulse attenuates, its length increases. The initial duration of the pulse is approximately 10 ns. It can be seen that the pressure is not maintained during the propagation of the pulse; the decay of the maximum pressure for pulses with laser energies of 40, 205, and 320 J is shown in Fig. 26(b).

The shock strength at the surface of the Cu crystal can be extracted from the laser energy, pulse length, spot size, using hydrocode calculations. This can be verified by VISAR measurements. Due to the short duration of the shock created by the 3 ns laser pulse, the decay in the specimen is very rapid as shown by calculated pressure profile. Snapshots of these pressure profiles at various times up to a depth of 1 mm are shown in Fig. 26(a) for a laser energy of 200 J. The amplitude of the pressure wave in the sample decays substantially and the pulse duration broadens as a function of distance. Fig. 26(b) shows the decay of the maximum pressure in the specimens at these three laser energy levels.

6.2.1. TEM of pure copper

For the [0 0 1] orientation, shock experiments at 12 and 20 GPa pressures create a cellular organization with a medium density of \( \frac{1}{2}[1 1 0] \)-type dislocations. The average cell size is between 0.2 and 0.3 \( \mu \text{m} \) for the 20 GPa case. Qualitatively, these results confirm previous observations, albeit at a pulse duration that is lower by a factor of 10–100 than that applied by Murr [18,70,73,94]. Fig. 27 shows a plot of that data. The predicted cell size from Murr’s data, at a pressure of 12 GPa, is 0.4 \( \mu \text{m} \). One interesting feature is the observation of a large number of dislocation loops. For example, loops as small as 25 nm and as large as 250 nm are indicated in

![Cell size as a function of pressure for shock-loaded copper](image)

Fig. 27. Cell size as a function of pressure for shock-loaded copper [37]. Adapted from Murr [40] and Gray [20].
Fig. 28(a). Given the density of loops observed, far greater than that observed in undeformed Cu, we suggest that loop nucleation is an essential component of laser-induced shock compression. This is consistent with the mechanism of plastic deformation presented in Section 2.3 and schematically shown in Fig. 28(b). This mechanism for dislocation generation at the shock front, based on the nucleation of dislocation loops and their expansion behind the front, is still evolving.

Fig. 28. (a) Observation of numerous loops in the 40 J shocked Cu specimens. The different sizes (l = large; s = small) and shapes (e = elongated) of the high density of loops are indicated in $B = [\bar{1} 0 1]$. (b) Nucleation of dislocation loops behind the shock front [93].
Fig. 29. Four sets of stacking faults (marked as A, B, C, D) are observed in [0 0 1] Cu at 200 J (20 GPa): Variant A exhibits the highest density of occurrence, \( g = 200 \), \( B = [0 0 1] \) [37].

A laser energy of 200 J (40 GPa initial pressure) created dense dislocation tangles and stacking faults. There are no readily discernible dislocation cells, but four variants of stacking faults are observed. These traces are analogous to previous observations by Murr [18,73]. The features are significantly different than the dislocation cells observed at the lower energy. These traces have orientations \( \langle 220 \rangle \), as shown in Fig. 29.

Single-crystal copper samples with \( [\bar{1} 3 4] \) orientation were shocked at energies of 70 and 200 J corresponding to initial pressures of 20 and 40 GPa. The specimens shocked at 20 GPa contained a well-defined cellular network comprised of \( 1/2 \langle 1 1 0 \rangle \) dislocations with a slightly larger (0.3–0.4 \( \mu m \)) average cell size (see Fig. 30), as compared to the [0 0 1] orientation. The dislocation density is on the order of \( 10^{13} \text{ m}^{-2} \). The cells are comprised primarily of three dislocation systems: \( \langle 1 1 1 \rangle [\bar{1} 0 1] \), \( \langle 1 1 1 \rangle [1 \bar{1} 0] \), and \( \langle \bar{1} 1 1 \rangle [1 0 1] \).

At the higher energy of 200 J for the \( [\bar{1} 3 4] \) orientation, the deformation substructure continued to be cellular, albeit with a finer (0.15 \( \mu m \)) average cell size and a significantly higher dislocation density, \( 10^{14} \text{ m}^{-2} \) [Fig. 30(b)]. This is in direct contrast to the mechanism change observed in [0 0 1]. Again, the three slip systems previously described dominate the deformation substructure. A large number of loops are also visible. These were found to contribute to the cell walls and were often commonly found within the cells.

The difference observed between the defect substructure of the [0 0 1] and \( [\bar{1} 3 4] \) orientations is due to the number of activated slip systems. Because of the
Fig. 30. (a) Defect substructure of monocrystalline copper with orientation $[\bar{1} 3 4]$, shocked with a laser energy of 70 J. Probed on the TEM with beam direction $[0 1 1]$, $g = [2 \bar{2} 2]$; (b) defect substructure of monocrystalline copper with orientation $[\bar{1} 3 4]$, shocked with a laser energy of 200 J. Probed on the TEM with beam direction $[0 1 1]$, $g = [\bar{2} 2 2]$ [92,93].
symmetry of [001], multiple slip systems are activated, and interactions between dislocations are more common, which enable the defects to relax into a stacking-fault-dominated substructure. The [134] orientation, consisting of dislocations with limited mobility and interaction, continues to form cells as the relaxed substructure to higher-pressure levels.

6.2.2. Pressure decay effects in pure copper
Figs 31(a)–31(c) show the dislocation cells for a laser irradiation energy of 200 J at three locations: A, C, and E, corresponding to distances into the sample of 0.25, 1.25, and 2.25 mm (see Fig. 3 in Ref. [92]). The decay in pressure, shown in Fig. 26, is accompanied as expected by an increase in cell size and decrease in dislocation density. The average cell sizes are: 0.14 μm for specimen A [Fig. 31(a)]; 0.22 μm for specimen B (at a distance of 0.75 mm from the driven surface, not shown); 0.41 μm for specimen C [Fig. 31(b)], 0.76 μm for specimen D (at a distance of 1.75 mm, not shown), and 1.43 μm for specimen E [Fig. 31(c)]. The dislocation densities decrease from $10^{14}$ m$^{-2}$ at the front to $10^{11}$ m$^{-2}$ at position E. In Fig. 32(a), the cell sizes as a function of distance from the laser irradiated surface are plotted for the three energies. The cell sizes vary consistently with the three energy levels. Fig. 32(b) shows that the cell size and pressure correlate at different locations within the specimen.

6.2.3. Copper–aluminum alloys
As previously mentioned, the addition of small amounts of aluminum (<7 wt.%, the solubility limit) lowers the SFE of copper, which is approximately 78 mJ/m$^2$. Early work by Johari and Thomas [8] demonstrated this effect on the defect substructure in copper–aluminum alloys. In this section, a detailed analysis of the effect of SFE on the threshold pressure for twinning is presented. Systematic differences were observed by transmission electron microscopy in the deformation substructures of the different compositions: copper–2 wt.% aluminum (Al) (4.2 atomic percent) and copper–6 wt.% Al (12.6 atomic percent). The experimentally obtained stacking-fault energies of the Cu–2 wt.% Al and (Cu–6 wt.% Al) are 37 and 5 mJ m$^{-2}$, respectively.

Both pressure and crystal orientation significantly affected the deformation substructures of laser-shocked Cu–2wt.% Al. The samples with [001] orientation shocked at 70 J (20 GPa initial pressure) had regular cells with an average size of 250 nm and cell wall thickness of 50 nm. The average dislocation line length was considerably longer, 150 nm, and the dislocation density was on the order of $10^{14}$ m$^{-2}$. The dislocations were also observed to gather on the primary planes. The dislocation substructure for this condition (70 J) was made of the eight primary slip systems.

In the Cu–2 wt.% Al with [001] orientation and shocked at 200 J, stacking faults were readily observed as the dominant defect substructure (see Fig. 20 in Ref. [87]). Because of the 2 wt.% addition of aluminum, the SFE is nearly half that of pure copper, and one would expect to observe twinning. However, this is not the case. Instead, four stacking-fault variants are observed. These stacking faults are similar to those observed for pure copper (Fig. 29). The faults are well-defined with clean boundaries having a regular spacing of 250 nm.
Fig. 31. TEM images of the defect substructures showing the pressure decay effects of [1 3 4] Cu at different distances from the laser-driven surface at $E_{laser} = 200$ J (for each image, the TEM beam direction $B = [0 1 1]$): (a) 0.25 mm, $g = [2 2 2]$; (b) 1.25 mm, $g = [0 2 2]$; (c) 2.25 mm, $g = [2 2 2]$ [92].
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Fig. 32. (a) Cell size as a function of distance from the laser driven surface for the [134]-crystal orientation at three initial energies: 70, 200, and 300 J. Twinning is observed when dislocation cell sizes fall below an average size of 0.05 μm represented by the bottom line; (b) cell size as a function of estimated pressure for the three energy levels [92].

The Cu–2wt.% Al with [134] orientation was observed to have a substantially different defect substructure than pure copper or Cu–2wt.% Al with [001] orientation. The effects of the change in SFE were generally more pronounced. The dislocations were arranged in planar arrays. The defect substructure consisted of long dislocation lines as shown in Fig. 33. The dislocation line length averaged
500 nm and the dislocation density was $10^{13} \text{ m}^{-2}$. Obviously, for this condition there is one dominant slip system $[\overline{1} 0 1](1 1 1)$; the two secondary systems are also observed, but in less proportions. A number of dislocation loops are also observed.

Cu–2wt.% Al with $[\overline{1} 3 4]$ orientation shocked at 200J exhibited twinning (specimen A, $\sim 0.25$ mm from the laser-driven surface, Fig. 34). Two variants are observed. It appears that the larger twin may act as the nucleation site for the second twin. The twins were found in a relatively low proportion, but are the systems predicted by Schmid factor calculations. The twins varied in size and proportion with the primary variant, $(1 1 1)[\overline{2} \overline{1} 1]$, having an average length of 4 $\mu$m and a width of 20–30 nm. The secondary variant, $(1 \overline{1} 1)[\overline{1} \overline{1} 2]$, occurred in greater numbers, but with shorter lengths with an average of 2 $\mu$m. We expected that a co-secondary twinning variant, $(1 \overline{1} 1)[1 \overline{1} 2]$, would also be found, but the occurrence of this system was relatively rare. This suggests that the sample may have been slightly misaligned from the $[\overline{1} 3 4]$ loading axis, and thereby favored the two observed twinning systems having higher Schmid factors than calculations indicate. A high density of dislocations was also observed (not shown here).

The defect substructure for all energies in Cu–6 wt.% Al with $[0 0 1]$ orientation consisted of either stacking faults or dislocations since, for this system, the SFE is less than 5 mJ m$^{-2}$. The dislocation structure consists of large planar arrays and regions of dislocation pileup since the low SFE inhibits cross-slip. Many of the dislocations observed were Shockley partials: $\{1 1 \overline{1}\} 1/6\langle 1 1 2 \rangle$. The defect substructure was primarily made up of planar arrays of dislocations and had a dislocation density on the order of $10^{13} \text{ m}^{-2}$ and a line length of 500 nm. The planar...
arrays were spaced at a distance of 1 μm. Stacking faults and stacking-fault tetrahedra were also observed. The fault spacing was equivalent to the distance between planar arrays (1 μm).

For the Cu–6 wt.% Al with [0 0 1] orientation and laser shocked at 200 J, the defect substructure was predominantly stacking faults [Figs 35(a)–35(c)]. The stacking faults had a width of 100 nm, length of 1 μm, and spacing of 400 nm. The areal density was $0.84 \times 10^5$ m$^{-1}$. Dislocations were also observed throughout the specimen, typically near the fault boundaries. For the [1 3 4] orientation of the Cu–6 wt.% Al, three variants of stacking faults were observed in the 70 J condition with one system preferred. Dislocations were also observed. The stacking-fault width was 250 nm on average and the spacing 300 nm. The areal density was on the order of $0.1 \times 10^5$ m$^{-1}$. Dislocations were arranged in planar arrays and tangles with a density of $10^{13}$ m$^{-2}$. The dislocation line length and planar spacing was about 1 μm and 250 nm, respectively.

The Cu–6 wt.% Al [1 3 4] specimens shocked at 200 J contained a residual defect substructure similar to the 70 J specimens. Partial dislocations dominate the defect substructure, which comprised a dislocation density of $10^{13}$ m$^{-2}$ and an average line length of nearly 1 μm. The dislocations are preferentially aligned along specific planes with a spacing of 1 μm and there is one primary slip system, [1 0 1] (1 1 1). Some stacking faults were also observed with most being aligned to [2 1 1](1 1 1).

Stacking faults typically formed at high pressures and then were found to decay into either cells or planar arrays of dislocations as the pressure decayed through the sample. As expected, decreasing SFE enhanced the propensity to form stacking faults for both orientations. Similarly, cells and planar arrays became more clearly
Fig. 35. Bright field images of Cu–6wt.% Al with [001] orientation shocked at $E_{\text{Laser}} = 200 \text{ J} \ (40 \text{ GPa})$ imaged with $B = \{001\}$ and $g = \{020\}$ for all conditions: (a) Specimen A ~ 0.25 mm from the shocked surface; (b) Specimen B ~ 0.75 mm from the shocked surface; (c) Specimen C ~ 1.25 mm from the shocked surface [93].
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defined as the pressure decreased and pulse duration increased. Twinning was not readily observed in most of these conditions suggesting there may be some unresolved time dependence in twin nucleation, or more complex factors affecting twinning (Bernstein and Tadmor [41]). However, it is also possible that many of the stacking faults observed are actually nanotwins as the thickness of the twins could be so small that traditional transmission microscopy methods may be unable to resolve the changes in the structure.

The experimental results are plotted in Figs 36(a)–36(c). The positions A–D were converted into pressures through the radiation–hydrodynamics simulations. The transition from loose dislocations/cells to stacking faults/twins is approximately indicated in Fig. 36(a). Figs 36(b) and 36(c) show the change of dislocation densities and stacking-fault densities versus pressure, respectively. The energetics of loop nucleation for perfect and partial dislocations is discussed in Section 6.4. Both deformation twinning and stacking-fault formation are the direct consequence of partial dislocation loop nucleation and expansion. In the case of twinning, one has separated and prescribed arrays of partial dislocation loops on adjacent planes.

6.3. The slip–twinning transition in Cu and Ni

The primary aim of this section is to provide a constitutive description of the onset of twinning in both copper and nickel. Copper–aluminum and nickel–tungsten are also modeled. The parameters affecting slip and twinning will be discussed first, followed by modeling of the onset of twinning. Predictions of the model are compared to experimental work.

6.3.1. Modeling of the slip stress

6.3.1.1. Monocrystalline Cu and Cu–Al. The constitutive response for slip in FCC metals is well-modeled by the Zerilli–Armstrong constitutive description [28], which captures the essential physical phenomena. For monocrystalline Cu, the equation used is as follows:

\[
\sigma_S = \sigma_G + C_2 f(\varepsilon) \exp(-C_3 T + C_4 T \ln(\dot{\varepsilon})) + k_s d^{-1/2},
\]

where \(\sigma_G\) is the athermal component of stress, \(\varepsilon\) the strain, \(f(\varepsilon)\) the work hardening factor, \(d\) the grain size, \(T\) the temperature, \(k_s\) the Hall–Petch slope, and \(C_2, C_3,\) and \(C_4\) are constants. \(\sigma_G, C_3,\) and \(C_4\) are adopted from Ref. [28] and \(C_2 = 415\) MPa. The work hardening \(f(\varepsilon)\) was incorporated by taking a polynomial representation of the stress–strain curve for single crystals with the [001] and [1 3 4] orientations from Ref. [37]. This is the only manner by which three-stage response can be incorporated without excessive complexity. The [001] orientation is expected to have the lowest threshold pressure for twinning of all orientations,
Fig. 36. Experimental results for laser-shocked Cu–Al alloys: (a) Experimentally observed transition from dislocation cells and planar arrays to stacking faults and twins as a function of composition and crystal orientation; (b) experimentally observed dislocation densities as a function of pressure and composition; (c) experimentally determined areal densities of stacking faults as a function of pressure and composition [93].
whereas \([\bar{1} \ 3 \ 4]\) should have a substantially higher threshold pressure due to its more gradual hardening. The polynomials used in these calculations are:

For \([0 \ 0 \ 1]\):

\[
f(\varepsilon) = 19466.2 \varepsilon^6 - 18522.2 \varepsilon^5 + 7332 \varepsilon^4 - 1582 \varepsilon^3 + 189.5 \varepsilon^2 - 2.4 \varepsilon + 0.07.
\] (22)

For \([\bar{1} \ 3 \ 4]\):

\[
f(\varepsilon) = -6293 \varepsilon^6 + 7441.4 \varepsilon^5 - 3163 \varepsilon^4 + 515.65 \varepsilon^3 - 4 \varepsilon^2 + 0.13 \varepsilon^1 + 0.059.
\] (23)

The addition of small amounts of aluminum in copper not only lowers the SFE, but drastically influences the strength and hardness. In pure metals, dislocations are relatively mobile, but when solute atoms are added the dislocation mobility is greatly reduced. In these alloys, the solute atoms become barriers to dislocation motion and can have the effect of locking them. Substantial work has been done developing solid-solution theory for concentrated solid solutions [95–98]. The flow stress of concentrated solid solutions increases with the atomic concentration of the solute. For many systems, the following proportionality is observed:

\[
\sigma_0 \propto [C_S]^m,
\] (24)

where \(\sigma_0\) is the flow stress, and \(C_S\) the concentration of the solute, and \(m\) a parameter that is found to vary between \(\frac{1}{2}\) and 1. Copper–aluminum has been shown to follow this description [95] with \(m = 2/3\). Therefore, we incorporated this compositional term into the modified Z–A equation as shown below

\[
\sigma_s = \sigma_G + C_S^{2/3} C_2 f(\varepsilon) \exp(-C_3 T + C_4 T \ln(\dot{\varepsilon})) + k_s d^{-1/2}.
\] (25)

6.3.1.2. Ni. For Ni, \(\sigma_G = 48.4\) MPa, \(C_2 = 2.4\) GPa, \(C_3 = 0.0028\) K\(^{-1}\), \(C_4 = -0.000115\) K\(^{-1}\), and \(k_s = 0.2\) MN m\(^{-3/2}\) in eq. (21). A strain-hardening function is taken as \(f(\varepsilon) = \varepsilon^n\) in the Z–A equation. The strain-hardening exponent, \(n\), in the nc Ni regime was simply equated to 0 as determined by measurements carried out on the same material by Choi et al. [99]. The values of \(C_3\) and \(C_4\) used are those for copper [28] since data on Ni was not available. The nickel Hall–Petch slope for slip, \(k_s\), has been established by several researchers [100–103] and Asaro and Suresh [104] compiled hardness data for nickel spanning both the micrometer and nanometer regimes. A \(k_s\) value of \(~0.2\) MN m\(^{-3/2}\) was calculated from that set of data. Stress–strain plots of nickel with micrometer sized grains were utilized to establish \(C_2\). The current model predicts a yield strength of \(~1.9\) GPa for Ni having a grain size of 30 nm, which is in good agreement with the literature [104].

6.3.1.3. Ni–W, 13 at.%. Roth et al. [105] obtained the increase in yield stress in Ni as a result of alloying with different elements. They estimate that the flow stress of Ni increases from 100 to \(~450\) MPa due to the addition of 13 at.% W. A plot of the increase in flow stress of Ni with tungsten content is shown in Fig. 37(a). The data
Fig. 37. (a) Slip stress of Ni as a function of the concentration of W (at.%). Adapted from Meyers et al. [106]; (b) twinning stress as a function of temperature for a number of metals – both mono and polycrystals. Adapted from Meyers et al. [106].
was extracted from work carried out on Ni having a grain size between 100 and 300 μm. The effect of solid–solution addition to the yield stress increment is as follows:

$$\Delta \sigma_{\text{SS}} = \sum_i m \left( K_i C_i \right)^m,$$

where $m$ is $\sim 1/2$, $K_i$ is the strengthening constant for solute $i$, and $C_i$ is the concentration of solute $i$ (for W, $K_i = 977$ MPa at. fraction $^{-1/2}$). The Zerilli–Armstrong equation as a function of tungsten content is obtained by adding the solid–solution term into the athermal component of stress:

$$\sigma_{\text{slip}} = \sigma_G + \sum_i m \left( K_i C_i \right)^m + C_2 \varepsilon^n \exp(-C_3 T + C_4 T \ln \dot{\varepsilon}) + k_s d^{-1/2}.$$  

(27)

The strain-hardening exponent, $n$, for the nc Ni–W samples was again equated to 0. The Z–A model predicts a yield strength of $\sim 2.2$ GPa for Ni–W with a grain size of 10 nm, very close to the 2.38 GPa value reported by Choi et al. [99]. We estimated the Hall–Petch, $k_s$, slope for Ni–W using yield strength data on Ni–W samples having grain sizes in the micrometer regime and microhardness measurements carried out on the nc Ni–W samples. A $k_s$ value of 0.1 MPa m$^{-3/2}$ was estimated.

### 6.3.2. Modeling of the twinning stress

In shock loading, the dislocation arrangements are more uniform than after quasi-static deformation of the material. High SFE materials often are found to twin above a threshold pressure during shock compression whereas they may never twin at quasi-static conditions except at very low temperatures. Twinning propensity, however, increases in both modes of deformation (quasi-static and high strain rate) when the SFE is decreased. SFE can be manipulated in materials by alloying. For example, in copper, which has a relatively high SFE (78 mJ/m²), the SFE is nearly cut in half by adding 2 wt.% Al. This effect can be correlated to the change in the electron to atom ratio ($e/a$) in an alloy as given by:

$$\frac{e}{a} = (1 - x)Z_1 + Z_2 = 1 + x\delta Z \psi,$$

(28)

where $x$ is the atomic fraction of the solute in the alloy, $Z_1$ and $Z_2$ are the number of valence electrons for the solute and solvent atoms, respectively, and $\delta Z$ equals $(Z_1 - Z_2)$.

Despite the fact that dislocation activity is directly associated with twinning, slip by dislocation motion is much more sensitive to strain rate and temperature [107–110], whereas twinning is much less sensitive to these parameters [106]. Fig. 37(b) shows the twinning shear stresses as a function of temperature for a number of metals, and clearly indicates that the twinning stress is temperature insensitive over the range considered. This trend is actually still subject to debate as results have been conflicting. In their review article on mechanical twinning, Christian and Mahajan [111] proposed that BCC metals have a negative
dependence of twinning stress on temperature, whereas FCC metals have a weakly positive dependence. In the analysis on the onset of twinning that follows, it is assumed that the twinning shear stress is insensitive to temperature, pressure (except in Section 6.5.4) and strain rate.

6.3.2.1. Grain-size and stacking-fault energy effects on twinning. The effect of grain size on the twinning stress has been found to be greater than that on the slip stress for many metals and alloys [106,111]. A Hall–Petch relationship can, thus, be ascribed to the twinning stress:

\[
\sigma_T = \sigma_{T_0} + k_T d^{1/2},
\]

where \(k_T\) is the twinning Hall–Petch slope (higher than the \(k_s\) slope for slip), \(\sigma_{T_0}\) is the initial twinning stress assumed for a monocrystal \((\lim_{d \to \infty} d^{-1/2} = 0)\), and \(d\) is grain size. The normal twinning stress \((\sigma_T)\) used in this calculation was 300 MPa for pure copper. We assume that this critical stress remains constant. Haasen [112] carried out low-temperature tensile tests on monocrystalline Ni and observed twinning at 4.2 K and 20 K at a shear stress considerably higher than that for copper. This shear stress was estimated to be equal to 250–280 MPa, which is equivalent to a normal stress, \(\sigma_{T_0}\), of 500–560 MPa.

Meyers et al. [113] conducted shock compression experiments on copper up to pressures of 35 GPa. They detected an abundance of twins for grain sizes between 100 and 300 μm, but found no traces of twinning at a grain size of \(\sim 10 \mu m\). Similar results were obtained by Sanchez et al. [74]. Vöhringer [95] established that the twinning Hall–Petch slope for copper, \(k_T\), is \(\sim 0.7 \text{MN m}^{-3/2}\), which is significantly higher than that for slip, \(k_s \sim 0.3 \text{MN m}^{-3/2}\). In the present modeling of nickel, we assume that \(k_T\) for nickel is three times \(k_s\). Thus, a \(k_T\) value of 0.6 MN m\(^{-3/2}\) is used for Ni.

Solid–solution strengthening and SFE effects are incorporated into the slip–twinning model as a result of alloying with tungsten. The addition of solute atoms hinders the movement of dislocations, hence, creating a strengthening effect [114]. Alloying also significantly reduces the SFE, \(\gamma_{SF}\). For instance, it has been shown that the SFE of copper decreases by nearly 50% by the addition of 2 wt.% Al [115]. This effect is related to the change in the electron to atom ratio (e/a). Partial dislocations are under elastic equilibrium, where the repulsive forces between the bounding partials are balanced by the forces needed to minimize the stacking-fault area and maintain a minimum energy configuration. Thermodynamically, alloying can alter the difference in the free energy between the HCP (stacking-fault ribbon) and FCC structures and, therefore, the energy of the ribbon between two partials as well as their separation.

The twinning stress, \(\tau_T\), is shown to vary with SFE. Venables [116,117] and Vöhringer [118,119] performed extensive analyses on the twinning stress for a number of alloys and found that it varies with the square root of the SFE:

\[
\tau_T = \kappa \left( \frac{\gamma_{SF}}{Gb_e} \right)^{1/2},
\]
where $k$ is a proportionality constant and $G$ is the shear modulus and $bs$ is the Burgers vector. A good fit is obtained for copper and nickel alloys with a $k$ value of 6 and 6.8 GPa, respectively. Recently, there have been attempts to obtain twinning stresses by atomistic methods. The atomistic studies point to the relevance of the SFE, but also to the need to take into account other variables, like the unstable stacking-fault and twinning energies (Berstein and Tadmor [41], Van Swygenhoven et al. [120], Ogata et al. [121], and Siegel [122]).

Fig. 38 shows the critical twinning stresses for copper and copper–aluminum alloys. The following values for stacking-fault energies were used: Cu–2wt.% Al: 37 mJ/m$^2$; Cu–4wt.% Al: 7 mJ/m$^2$; Cu–6wt.% Al: 4 mJ/m$^2$. The twinning stresses are calculated based on the calculated stacking-fault energies using eq. (30), neglecting the grain-size differences.

For Ni–W, the shear modulus and the SFE, $\gamma_{SF}$, as a function of W were obtained by Tiearnay and Grant [123]. For Ni–13 at.% W, $G = 88$ GPa and the $\gamma_{SF} = 52.5$ mJ/m$^2$ (a decrease of 60% over pure Ni).

Assuming a twinning Hall–Petch slope three times that of slip, we obtain a $k_T$ value for Ni–W equal to 0.3 MPa/m$^{3/2}$. Just as in the case of pure Ni, a Hall–Petch behavior accounting for the effect of grain size on the twinning stress is adopted in predicting the critical twinning transition pressure in Ni–W (13 at.%). The following expression for the twinning stress was used:

$$\sigma_T = 4k\left(\frac{\gamma_{SF}}{Gb_s}\right)^{1/2} + k_{T_{NW}}d^{-1/2}. \quad (31)$$

For Ni–13 at.% W, $k = 6.8$ GPa, $k_{T_{NW}} = 0.3$ MPa, $\gamma_{SF} = 52.5$ mJ/m$^2$, $G = 88$ GPa, $b_s = 0.249$ nm.
6.3.2.2. Critical pressure for slip–twinning transition. In this analysis, we assume that the transition from slip to twinning occurs when the shear stress for twinning, \( \tau_T \), becomes equal to or less than the shear stress for slip, \( \tau_s \):

\[
\tau_T \leq \tau_s.
\]

If one uses the same conversion parameters:

\[
\sigma_T \leq \sigma_s.
\]

This is a reasonable approximation since both mechanisms are subjected to the same stress system at the shock front. Since the criterion described here is based on the critical shear stresses for slip and twinning, the pressure only enters insofar as it determines the shear stress and strain rate.

We assume the twinning stress, \( \sigma_T \), to be pressure and temperature independent. (Since the pressure dependence of both \( \sigma_{\text{slip}} \) and \( \sigma_{\text{twinning}} \) is generally taken to scale with the shear modulus, \( G(P)/G_0 \), then it affects slip and twinning equally, and we can ignore pressure hardening in this slip–twinning analysis.) The dependence of shock pressure on strain rate for Ni, obtained through the Swegle–Grady relationship [124], is not available in the literature. As an approximation, the strain rate versus pressure behavior of copper is adopted. The reasoning for this approximation is that Al and Cu, both FCC metals, have a strain rate response to shock pressure that is very comparable even though the SFE of Al is much higher. One would expect that the behavior of Ni should not significantly deviate from that of Al and Cu. Thus, the Swegle–Grady relationship for Ni is given as follows:

\[
\dot{\varepsilon} = 4.84 \times 10^{-33} \times P_{\text{shock}}^{4},
\]

where the pressure is in Pa and the strain rate in s\(^{-1}\).

Two separate aspects have to be considered in the analysis: (a) plastic strain at the shock front and (b) shock heating. Both plastic strain by slip (and associated work hardening) and shock heating alter the flow stress of a material by slip processes and need to be incorporated into the computation. The total (elastic + plastic) uniaxial strain, \( \varepsilon \), at the shock front is related to the change in specific volume by:

\[
\frac{V}{V_0} = \varepsilon^{\text{shock}}.
\]

The pressure dependence on strain, determined from the Rankine–Hugoniot equations, equation of state (EOS), and eq. (14) is expressed as follows [37,19]:

\[
P_{\text{shock}} = \frac{C_0^2(1 - e^f)}{V_0[1 - S(1 - e^f)]^2}.
\]

The equations modeling the associated temperature rise in Cu and Ni as a function of shock pressure are represented below, which are second-order polynomials that were generated from thermodynamically calculated data in Ref. [19]:

\[
T_{\text{shock Cu}} = 40^{-19} \times P^2 + 2 \times 10^{-9} \times P + 295.55 \text{ K,} \psi
\]

\[
T_{\text{shock Ni}} = 8 \times 10^{-20} \times P_{\text{shock}}^2 + 9 \times 10^{-10} \times P_{\text{shock}} + 301.5 \text{ K,} \psi
\]
where the pressure is in Pa and the temperature is in K. For Ni–W, the temperature rise and strain associated with a given shock pressure are determined just as outlined in the case for pure Ni.

Fig. 39(a) shows both the slip stress, $\sigma_s$ (incorporating thermal softening, strain rate hardening, and work hardening) and $\sigma_T$ as a function of pressure for nickel. The point at which the horizontal line determined by $\sigma_T$, eq. (31), intersects the slip stress at a given shock pressure, is defined as the critical twinning transition pressure. This transition pressure for nickel having a grain size of 30 nm was found to be $\sim 78$ GPa and is consistent with the fact that twins are not observed in experiments up to pressures of $\sim 70$ GPa. The twinning transition pressure for nc Ni–W, 13 at.%, having a grain size of 10 nm is illustrated in the plot in Fig. 39(b).

![Diagram](image-url)
It is equal to 16 GPa, and is consistent with experiments where twins were observed at pressures of ~38 GPa.

The slip–twinning transition pressure as a function of grain size (micro to nanometer regime) was also calculated. The strain-hardening exponent was varied between $n = 0.5$ in the micrometer regime (as determined by fitting to stress–strain plots found in Andrade [103]) and $n = 0$ in the nanometer regime. The result, seen in Fig. 40, clearly shows the much higher transition pressure in Ni as compared to Ni–W as well as the effect of grain size on the slip–twinning transition.

### 6.4. Dislocation loop analysis: stacking-fault transition

The nucleation of dislocation loops was first treated by Cottrell [125] and later further developed by Xu and Argon [126], Rice [127], and others. A mechanism was also proposed by Khantha and Vitek [128] for the generation of dislocations under extreme conditions. At pressures above 3–3.2 GPa, the activation energy for loop nucleation is lower than the thermal energy; thus, nucleation becomes thermally activated, whereas under conventional deformation at ambient temperature, it is not activated. As previously mentioned, Meyers [36] proposed in 1978 that dislocations in shock compression were homogeneously generated by loop expansion. Fig. 41(a) shows shear loops generated on {1 1 1} planes making an angle of 54.7° with the shock compression plane, (0 0 1). Whereas the nucleation and growth of perfect dislocation loops can lead to the formation of a cellular structure after multiple cross-slip and relaxation of the dislocation configurations, the stacking-fault packets observed in shock compression above 20 GPa cannot be accounted for by this mechanism. The corresponding nucleation of partial loops is shown in Fig. 41(b).

The calculation introduced by Meyers et al. [19,129] for the energetics of nucleation of partial dislocation loops in copper was extended by Jarmakani et al. [130] to nickel. The analytical development is reproduced for the sake of clarity and continuity. The critical radius, $r_c$ (Fig. 41), can be found from the maximum of the
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energy versus radius curve (Kan and Haasen [96] and Hull and Bacon [131]):

\[ \frac{dE}{dr} = \Theta. \]

(38)

The total energy of a perfect dislocation loop with radius \( r \) is the sum of the increase of the energy \( E_1 \), due to a circular dislocation loop (assumed to be one-half edge and one-half screw), and the work \( W \) carried out by the applied stress \( \tau \) on the loop (assumed to be circular):

\[ E = E_1 - W = \frac{1}{2} G b^2 r \left( \frac{2}{1 - \nu} \right) \left( \ln \left( \frac{2r}{r_0} \right) - 2r^2 \tau b, \right. \]

(39)

Fig. 41. Nucleation of dislocation loops along \([1 1 1]\) slip planes behind the shock front, which is in red (propagation along [0 0 1]): (a) perfect dislocations and (b) partial dislocations ([139]).
where \( \nu \) is Poisson’s ratio, \( G \) the shear modulus, \( b \) the Burgers vector, and \( \tau \) the shear stress. The critical radius is obtained by taking the derivative of eq. (39) with respect to \( r \) and applying eq. (38):

\[
r_c = \frac{G b}{8 \pi \nu} \left( \frac{2 - \nu}{1 - \nu} \right) \left( \ln \frac{2r_c}{r_0} + 1 \right).
\]

(40)

To obtain the total energy of the partial dislocation loop [Fig. 41(b)], both the energy of the stacking fault, \( E_2 \), and work done by shear stress, \( W \), have to be incorporated:

\[
E = E_1 + E_2 - W.
\]

(41)

Substituting the values of \( E_1 \), \( E_2 \), and \( W \) into eq. (41):

\[
E = \frac{1}{4} G b_p^2 r \left( \frac{2 - \nu}{1 - \nu} \right) \left( \ln \frac{2r}{r_0} \right) + \pi r^2 \gamma_{sf} - \pi r^2 \tau b_p.
\]

(42)

where \( \gamma_{sf} \) is the SFE and \( b_p \) is the Burgers vector for a partial dislocation. The critical radius is obtained by the same method:

\[
r_c = \frac{G(b/\sqrt{3})^2}{8 \pi [(b/\sqrt{3}) - \gamma_{sf} + (\ln \frac{2r_c}{r_0} + 1)].
\]

(43)

For Ni, we have \( \nu = 0.31, \gamma_{sf} = 130 \text{ mJ/m}^2 \), and \( G = 76 \text{ GPa} \) at zero pressure. \( G \) changes with pressure as follows [132]:

\[
G = 76 + 1.37 P \text{ (GPa)}.
\]

(44)

The Burgers vector; \( b_0 \), at \( P = 0 \) is equal to 0.249 nm; it changes with shock pressure as:

\[
b = \left[ \left( \frac{C_0^2}{2PS^2 V_0} \right) \sqrt{1 + \frac{4PSV_0}{C_0^2} \left( \frac{2S(S-1)V_0 P}{C_0^2} - 1 \right)} \right]^{1/3} b_0,
\]

(45)

where \( C_0 \) is 4.581 km/s, \( S \) is 1.44, and \( V_0 \) is the specific volume of Ni (m\(^3\)/kg) at zero pressure. The shear stress, \( \tau \), assuming elastic loading can be calculated from the shock pressure through:

\[
\tau = -\frac{1 - 2\nu}{2(1 - \nu)} P_{\text{shock}}.
\]

(46)

The calculated results are shown in the normalized plot of Fig. 42(a) (pressure and critical radius are divided by the shear modulus and Burgers vector, respectively). Evidently, the critical radius for perfect dislocations is lower than for partial dislocations at lower pressures; whereas with increasing pressure, partial dislocations become more favorable. The predicted transition pressure for Ni is \( \sim 27 \text{ GPa} \), close to the experimentally observed twinning transition pressure,
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Fig. 42. (a) Theoretical result showing the critical radius of perfect and partial dislocations for Ni and Cu decreasing with shock pressure; (b) stacking faults and cells in the same TEM micrograph of laser driven, ramped compression of [0 0 1] Cu at $P_{\text{max}} = 24$ GPa, demonstrating that there is a critical value for the transition.

35 GPa [9,73,75,94], and about half the pressure at which stacking faults began to appear in our Ni MD study (Jarmakani et al. [130]). The predicted transition pressure for Cu, ~5 GPa, is also significantly lower than both MD and experimentally observed results [92,93]. Experimental evidence for the cell-stacking-fault transition has been gradually amassing for copper, and the TEM micrograph of Fig. 42(b) is clear. For Ni, the transition pressure is much higher (27 GPa). This exceeds the critical pressure for twinning ($P = 46$ GPa, calculated in Section 6) and
is consistent with the absence of stacking-fault observations in shock-compressed nickel. Thus, one has the following defect regimes as $P$ is increased:

- **Cu**: cells $\rightarrow$ stacking-faults $\rightarrow$ twins
- **Ni**: cells $\rightarrow$ twins.

The TEM micrograph from Fig. 42(b) comes from a quasi-isentropic laser compression experiment at a nominal pressure of 24 GPa for a [001] copper monocrystal. One sees adjacent regions of stacking faults and dislocation cells, with a well-defined discrete boundary. This was a fortuitous observation and the transition can be caused by pressure or strain rate. Nevertheless, it clearly illustrates the dual nature of the microstructure induced.

### 6.5. Quasi-isentropic compression of metals

ICE is a shockless process where very high-pressure conditions can be accessed in ramp wave loading, and the accompanying temperature rise is much less severe than during shock experiments. The main motivation behind such a process is that the solid state of a material can be retained at higher pressures due to the lower temperatures experienced, and an understanding and characterization of the material response is, therefore, possible. In fact, quasi-isentropic experiments come very close to simulating conditions that occur in the core regions of planets [123].

ICE experiments in the early seventies were aimed at mimicking these conditions.

Quasi-isentropic compression conditions can be achieved by various methods: gas-gun, laser, and magnetic loading. Early work on ICE with a gas-gun by Lyzenga et al. [133] used a composite flyer plate with materials of increasing shock impedance away from the target material. Barker [134] placed powders of varying densities along a powder blanket and pressed the blanket to produce a pillow impactor having a smooth shock impedance profile. Similarly, this current effort uses density-graded impactors. In the case of ICE via laser, McNaney et al. [135] used a shockless laser drive setup to compress and recover an Al alloy. A smoothly rising pressure pulse is generated by focusing a laser beam on a reservoir material (carbon foam), creating a plasma that “stretches out” through a vacuum and stagnates or piles up onto the sample. In magnetically driven experiments [136], the $Z$ accelerator at Sandia National Laboratories (SNL) is capable of producing quasi-isentropic compression loading of solids using magnetic pulses. An advantage of this method is that a smoothly rising pressure profile can be generated without the initial spike at low pressures seen during impact experiments. Control over loading pressures and a rise time is also possible in graded density impactors to meet experimental requirements [137].

#### 6.5.1. Gas-gun ICE setup

Quasi-ICEs via gas-gun were carried out on [001] copper and the recovered deformation substructure was analyzed. A two-stage gas-gun setup located at LLNL provided for the quasi-isentropic loading. It employs functionally graded
material (FGM) impactors designed with increasing density profiles (or shock impedance), as depicted in Fig. 43(a), to produce the smoothly rising pressure profiles. Three different FGMs were used, each providing a certain density range. A detailed description of the impactors can be found in Ref. [137]. Three experiments, A (52 GPa, 1700 m/s), B (26 GPa, 1260 m/s), and C (18 GPa, 730 m/s) are reported. The as-received samples belonging to each batch were in the form of cylindrical specimens having an average diameter and thickness of 6 and 3.6 mm, respectively. Two distinct pressure profiles were obtained using CALE, a hydrodynamics simulation code; one having a hold time of approximately 10 μs (A and C) and one having relatively no hold time (B), as shown in Fig. 43(b). It should be noted that A exhibited a spike or slight shock at the onset of the pulse duration due to the experimental setup and the likely effect on the microstructural deformation process is briefly discussed in Section 6.5.4. Strain rates obtained via CALE were on the order of $10^4$–$10^5$ s$^{-1}$ lower than laser-driven ICE.

6.5.2. Laser ICE setup
The Omega Laser System at the University of Rochester, NY, was used to generate a smoothly rising pressure pulse in the material. This pulse is created by focusing a laser beam on a reservoir material (carbon foam) facing the sample and separated from it by a necessary vacuum gap (~300 μm). The beam creates a plasma that “stretches out” through the vacuum and stagnates on the front face of the sample. The strain rates achieved with this setup were on the order of $10^7$ s$^{-1}$, three orders of magnitude higher than that of the gas-gun experiments. McNaney et al. [135] use the same shockless laser drive setup to compress and recover [001] copper and a more detailed description of the setup can be found in their publication. An illustration of the setup is provided in Fig. 44(a) accompanied by a typical pressure profile modeled by CALE [Fig. 44(b)] [135]. The three peak pressures reported for the laser ICE experiments are 18, 24, and ~59 GPa, very reasonably close to the...
Fig. 44. (a) Schematic of the laser isentropic compression experimental setup; (b) typical pressure versus time profiles obtained (~24 GPa).

Fig. 45. (a) Twinned regions in Cu ~0.1 mm from surface, 52 GPa; (b) stacking faults at 1.3 mm running along [220], 26 GPa; (c) elongated and regular cells at 0.13 mm, 18 GPa.

gas-gun pressures. The pressure estimate of 59 GPa is more uncertain than the others because of the lack of benchmarking the data for the reservoir used in the experiment. An extrapolation from higher-pressure data was done instead. Section 9 describes some attempts to reproduce ICE loading using MD simulations.

6.5.3. TEM
6.5.3.1. Gas-gun ICE. TEM samples in Cu analyzed from A (52 GPa) revealed various deformation substructures. Dislocation activity was most abundant, however, other deformation features were found. At approximately 0.1 mm from the impact surface, some limited evidence of twining was found. Fig. 45(a) shows very clear twinned regions. At a TEM beam direction of \( B = \{011\} \), both small and large twins were observed having \((\bar{1} \bar{1} 1)\) twin habit planes. These microtwins are embedded within dislocated laths running along the same direction. The smallest twins measured had lengths of approximately 80 nm, and the longest twins were on
the order of 1.5 \( \mu m \). TEM images (not shown here) taken at the same depth with \( B = \{001\} \) showed twins running along the [220] and [220] at 90° to each other. In certain areas of the sample, single lath variants and stacking faults with thicker features running along the [220] and [220] directions were captured. We suggest that these substructures are due to thermal recovery. At 0.7 and 1.2 mm from the surface, heavily dislocated laths running along the [220] direction were observed having an average thickness of 0.6 and 0.7 \( \mu m \). Twinning, confirmed by a diffraction pattern, was evident at 1.2 mm. The average dislocation cell size at this depth was 0.15 \( \mu m \). At 1.8 mm, dislocation cells with an average size of 0.2 \( \mu m \) were mostly abundant.

Foils from \( B \) (26 GPa) mostly revealed dislocation cells, where the average cell size increased from 0.4 \( \mu m \) at 0.25 mm within the sample to 0.5 \( \mu m \) at 2.7 mm. At 0.9 and 1.3 mm from the impact surface, stacking faults were evident in a few isolated regions running along the [220] orientation [Fig. 45(b)]. Dislocated laths at 1.8 mm and elongated dislocation cells at 2.3 mm away from the impacted surface were observed stretched along the [220] direction. For experiment C (18 GPa), relatively large dislocation cells were the most abundant deformation substructure [Fig. 45(c)]. The average dislocation cell size varied from approximately 0.5 \( \mu m \) at 0.13 mm within the specimen to 0.6 \( \mu m \) at 2 mm. Elongated cells along the [220] direction were observed and some lath-like features were noticed in some regions, in particular closest to the impact surface at \( \sim 0.1 \) mm within the sample. The elongated cells seem to have relaxed from the dislocated lath structures located at regions experiencing higher pressures closer to the impact surface.

6.5.3.2. Laser ICE. At the highest pressure of approximately 59 GPa for the laser-ICE experiments in Cu, a large number of faults/twins was observed [Fig. 46(a)]. They were preferentially oriented along the [022], identical to what has been reported in laser-shocked copper [92,93] and the gas-gun ICE experiments. They were found near regions of extremely high dislocation densities. Laths spaced at regular intervals of 500 nm (also their average width) were also observed with heavily dislocated regions in between. At a lower pressure of 24 GPa, stacking faults

![Fig. 46. Deformation structures of laser isentropically compressed Cu: (a) Twins/laths at 59 GPa; (b) dislocation cells and stacking faults at 24 GPa; (c) dislocation cells at 18 GPa.](image-url)
were dominant. An interesting image, Fig. 46(b), was taken of a transitional substructure showing dislocation cells to the right and stacking faults to the left. The average dislocation cell size was 0.2 μm and the cells comprised of $\langle 110 \rangle$ type dislocations. The stacking faults were identical to the four variants observed in laser shock compression having a $\{111\}/6\langle 112 \rangle$ nature. The average spacing was 650 nm with a width of nearly 150 nm. There was no visible difference in the material that contained cells and the area that contained stacking faults. The imaged area was taken from near the center of the sample and deepest part of the crater. This microstructure is also shown in Fig. 42(b).

Dislocation cells, Fig. 46(c), similar to those observed in shock loading were the predominant mode of deformation for the samples loaded to 18 GPa. The defects were primarily $\frac{1}{2}\langle 110 \rangle$ type dislocations which have relaxed into cells. The cell sizes measured in the isentropic specimens at this pressure were approximately 0.3 μm. One unique characteristic of the isentropic compression was the uniformity of the cell sizes at the given pressure. Unlike shock loading where there was substantial variance between cell sizes [37], the quasi-isentropically loaded specimens were very similar in size and shape. Also, the dislocation cells were more clearly defined as compared to laser-shocked samples previously studied [37]. This is likely a result of the isentropic loading conditions.

6.5.4. Twinning threshold modeling: ICE and shock

The Preston–Tonks–Wallace (PTW) [138] constitutive description was used by Jarmakani et al. [139] to determine the critical pressure for twinning in both laser and gas-gun quasi-isentropic compression, as it is very suitable for the very high strain rates in these experiments. It takes into account both the thermal activation and dislocation drag regimes. The instantaneous flow stress in the thermal activation regime can be calculated from Eq. (7) in ref. [138], namely

$$\tau = \tau_s + \frac{1}{p}(s_0 - \tau_y) \ln \left\{ 1 - \left[ 1 - \exp \left( \frac{-p}{s_0 - \tau_y} \right) \right] \right\} \times \exp \left[ \frac{-p\psi}{(s_0 - \tau_y)\exp(p((s_0 - \tau_y)/(s_0 - \tau_y)) - 4)} \right],$$

(47)

where $\tau_s$ and $\tau_y$ are the work hardening saturation stress and yield stress, respectively. Separate expressions modeling $\tau_s$ and $\tau_y$ in both the thermal activation regime and strong shock regime are provided by PTW (not given here for conciseness). The $s_0$ parameter is the value of $\tau_s$ taken at zero temperature, $\psi$ and $\theta$ are the strain and work hardening rate, respectively, and $p$ is a dimensionless material parameter. The flow stress is normalized to the shear modulus, $G$ (e.g., $\tau_y = \psi y / G$). Where appropriate the temperature dependence of the shear modulus was approximated as $G(\rho, T) = G_0(\rho)(1 - z\bar{T})$, where $G_0(\rho)$ is the zero temperature modulus as a function of density and $z$ is a material constant. The pressure dependence of the model is due to the pressure dependence of the shear modulus.

The model parameters were slightly modified to match the low strain rate work hardening behavior for $\langle 100 \rangle$ copper. In particular, the work hardening rate, $\theta$,
was adjusted to a value of 0.01 and saturation stress, \( s_0 \), to a value of 0.0045. All other parameters are as given in Jarmakani et al. [139]. In the shocked region, the temperature and strain were taken from the simulations while the strain rates were determined from the Swegle–Grady relation [32]. Jarmakani et al. [139] also assumed that the flow stress and twinning stress, being dependent on the atomic energy barrier, scale with the shear modulus, as is typical in high-pressure constitutive models. This was not done in Section 6.3.2.1. Results of these calculations are presented in Fig. 47, where the flow stress, as a function of peak drive pressure, for the shockless and shocked region are plotted for both quasi-isentropic gas-gun and laser compression. The twinning threshold was assumed to vary with pressure through the pressure dependence of \( G \):

\[
\sigma_T(P) = \sigma_T^0 \frac{G(T, P)}{G_0},
\]

where \( \sigma_T^0 \) and \( G_0 \) are the twinning threshold stress and shear modulus at ambient pressure, respectively. The quasi-isentropic gas-gun curve lies well below the twinning threshold curve at all pressures. Obviously, a slip–twinning transition is not predicted to occur during gas-gun loading, and a twinning threshold stress should, therefore, not be reached. This is inconsistent with experimental observations at \( P_{\text{max}} = 52 \) GPa, since twinning was observed at that pressure. The presence of the shock at the start of the shock pulse for this pressure condition creates a deviation from quasi-isentropic conditions and may be accountable for the presence of the twins observed. In the case of laser ICE, the threshold lies at \( P_{\text{max}} = 32 \) GPa, consistent with observations of the lack of twinning at 24 and 18 GPa, and their presence at 59 GPa. The steep shock loading curves in both cases arise due to the high strain rate dependence on both the shock pressure and flow stress [Fig. 43(b)]. Shown in these figures are a detailed set of plots from MD simulations of shocked Cu and Ni at various shock strengths (30–171 GPa),

Fig. 47. Flow stress versus peak pressure for shock compression, gas-gun ICE and laser ICE experiments in Cu.
propagation directions in the FCC lattice ([0 0 1], [2 2 1]), and in various presentation formats ($\sigma_{zz}(z)$, $\tau_{\text{shear}}(z)$, and pressure ($z$), at various time steps; $\tau_{\text{shear}}$ vs. $\sigma_{zz}$, etc.).

7. Molecular dynamics simulations of dislocations during shock compression

MD simulations of shocks have been carried out for decades, starting with shocks in unidimensional (1D) chains of atoms, [140] two-dimensional (2D) crystals (Mogilevsky [141,142]), and later leading to shocks in 3D crystals [143,144] and polycrystals [145]. Most simulations have been carried out [146] in crystals with fcc structure. However, there is a growing number of simulations for crystals with bcc and diamond structure (Zybin [147], C and Si), complex organic crystals (Strachan et al. [148] and even for quasicrystals [149]. MD simulations are ideally suited for comparison with laser-shock compression experiments because of similar time and length scales; thus, the combination of experiments and simulations provides valuable insight on the deformation processes involved. There are recent simulations reaching sample lengths of up to several micrometers along the shock loading direction [150], comparable to the thickness of some experimental samples, but with much smaller simulated cross-sections, tens of nanometers on each side and using periodic boundary conditions.

The difference between mono and polycrystals in MD simulations resides in the absence and presence of grain boundaries, respectively. A representative polycrystalline cross-section has to include several grains, and therefore the largest grain size simulated to date is only 50 nm [151], which is well-suited to model nanocrystals.

7.1. Computational methods

We have carried out MD simulations using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code [152,153] with the EAM potentials for Cu (Mishin et al. [154,155], fitted to give a SFE of 45 mJ/m$^2$) and Ni (Mishin et al. [155], fitted to give a SFE of 125 mJ/m$^2$ [156]). These potentials give a Hugoniot along the main symmetry directions, which agrees with experimental data.

For better visualization, the “centro-symmetry” parameter is used to identify defective atoms (dislocation cores and stacking faults). It is of the form [152]:

$$\text{CSP} = \sum_{i=1}^{6} (\tilde{r}_i + \tilde{r}_{i+6})^2,$$

where $\tilde{r}_i$ and $\tilde{r}_{i+6}$ are the vectors from the central atom to the opposite pair of nearest neighbors (six pairs in an fcc system, i.e., the coordination number). Atoms in perfect fcc lattice positions have a CSP equal to zero, whereas atoms having faulty stacking will generate a non-zero CSP.
In our MD simulations, two perfect fcc Cu crystals, [001] and [221], were shock-compressed at several pressures. Periodic boundary conditions were imposed on the lateral surfaces, and the surfaces normal to the shock-wave propagation direction were set as free surfaces. The [001] monocristalline copper had dimension of $\sim 9 \times 9 \times 36 \text{ nm}^3$ ($25 \times 25 \times 100 \text{ fcc unit cells}$). This is sufficiently large to calculate the shock Hugoniot and study the early stages of shock-induced plasticity, given that much larger simulations produce similar results [142]. For [100] shock propagation, the three coordinate axes were [1 0 0], [0 1 0], and [0 0 1]. The [221] monocrystal had a dimension of $\sim 15.3 \times 15.3 \times 65 \text{ nm}^3$ ($42.42 \times 42.42 \times 180 \text{ fcc unit cells}$) along the three coordinate axes of [1 1 4], [1 1 0], and [2 2 1]. These dimensions are required for periodic boundary conditions in the lateral directions. The shock waves were produced as described by Cao et al. [88] a piston applied to the material at a velocity $U_p$. The velocity of the shock wave, $U_s$, can then be calculated from the propagating front in our samples. The shock pressure can be calculated both from our MD simulations and from the Hugoniot relationship, once $U_s$ and $U_p$ are known.

The [001] monocrystalline nickel sample consisted of $2 \times 10^6$ atoms and had dimensions of $17.6 \times 17.6 \times 70.4 \text{ nm}$ ($50 \times 50 \times 200 \text{ unit cells}$). The three coordinate axes were oriented in the [1 0 0], [0 1 0], and [0 0 1] directions. Two nanocrystalline (nc) samples were also shock-compressed in this study, one having a grain size of 5 nm and the other 10 nm. The 5 nm grain-sized sample consisted of 1,980,372 atoms ($50 \times 50 \times 200 \text{ unit cells}$, $17.6 \times 17.6 \times 70.4 \text{ nm}$), and the 10 nm grain-sized sample had 7,942,605 atoms ($100 \times 100 \times 200 \text{ unit cells}$, $35.2 \times 35.2 \times 70.4 \text{ nm}$). Prior to compression, the specimens were first equilibrated to minimize their energy, and the initial temperature was set as 5 K. The velocity of the shock wave, $U_s$, was measured by analyzing the shock-front propagation in the sample at different time steps, and the shock pressure was calculated from the following Hugoniot relation (see, e.g., [158]):

$$P_{\text{shock}} = \frac{\rho_0 U_s U_p}{2}.$$  

(50)

### 7.2. FCC single crystals

MD simulations of shock phenomena in perfect fcc single crystals have been carried out for just over 25 years [143]. Most of the simulations to date have used the Lennard–Jones (L–J) 6–12 pair-potential [154,157,159,160] and the more realistic embedded atom method (EAM) many-body potentials for copper [85,156], Ni (Koci [161]). The EAM approach [85,156] allows an accurate description of elastic properties, EOS, and defect energies in metals, particularly for fcc metals like Cu, Ni, Al, etc. However, most EAM potentials are fit to reproduce properties at ambient conditions and may lead to faulty results when used under shock conditions. Among the quantities that should be verified for an EAM potential which would be used for shock simulations are the EOS up to the desired simulation pressure, the shear stress versus pressure for uniaxial compression along the directions of interest, the elastic constants versus pressure, and the stacking fault and twinning energies [162].
Holian et al. [145] and Germann and co-workers [154,159] used a L–J potential with zero SFE at ambient pressure and showed that, at shock strengths above the Hugoniot Elastic Limit (HEL), shock waves traveling along the [001] orientation resulted in the emission of intersecting Shockley partial dislocations that slipped along all the \{1 1 1\} close-packed planes. Stacking faults were formed since the trailing partial was never released. The large mobility of the partials at the shock front was such that the plastic wave was always overdriven (i.e., no elastic precursor was observed). This dislocation behavior is very similar to the model proposed by Smith [163], except that partial dislocation loops are emitted in MD simulations rather than perfect dislocations as outlined by the Smith model.

Germann and co-workers [154,159] further studied shock propagation in the other \{1 1 0\} and \{1 1 1\} low-index directions, where they observed rather different behavior. An elastic precursor separated the shock front from the plastic region in the \{1 1 1\} case, and solitary wave trains were generated followed by an elastic precursor and a complex plastic zone in the \{0 1 1\} case. In both orientations, trailing partials were emitted leading to full dislocation loops bounded by thin stacking-fault ribbons. These loops were periodically nucleated at the shock front, as proposed by Meyers [36], since they grew at a slower rate than the plastic shock velocity. The reader is referred to Figs 3 and 4, which present the basic elements of the homogeneous dislocation model. Bringa et al. [164] also studied the effect of crystal orientation on the shock Hugoniot along the low-index directions ([001], [0 1 1], and [1 1 1]) using two EAM potentials for copper. The plasticity in the three orientations was qualitatively similar to that of Germann et al. [154,159].

The molecular dynamics calculational procedure presented in Section 7.1 with the use of the centro-symmetry filtering method was applied to copper and nickel and the results are presented in this section (Figs 48–56); the results by Cao et al. [88] and Jarmakani et al. [130] are summarized here. Cao et al. [88] investigated the non-symmetric [2 2 1] orientation of Cu, where a two-wave structure (elastic and plastic) was observed.

The progression of the shock front through copper specimens is shown in Fig. 48; Fig. 48(a) corresponds to [0 0 1] and Fig. 48(b) to [2 2 1]. The defect structure is relatively unchanged during the advance of the front. For both orientations, we observe nucleation and growth of stacking-fault loops. Sequential snapshots of the flow velocity of the atoms in the copper sample enable the calculation of the shock-wave velocity for the two orientations. Fig. 49 shows the shock wave at three times for (a) the [0 0 1] and (b) the [2 2 1] orientations at \(U_p = 4\) km/s. The wave front is in the right-hand side, and the rigid piston on the left side. Note that a plastic front exists for [0 0 1], but does not lead to a two-front structure. On the other hand, for the shock along [2 2 1], the front splits into an elastic precursor and a plastic front, as shown Fig. 49(b). Splitting of the elastic and plastic shock has been observed for \{1 1 1\} and \{1 1 0\} directions.

Figs 50(a) and (b) show the pressure and the shear stress for the shock propagation along [001] (top) and [2 2 1] (bottom), for the three times shown in Fig. 49. The shear stress, \(s_{sh}\), was calculated as \(s_{sh} = 0.5(s_{zz} - 0.5(s_{xx} + s_{yy})\), since the off-diagonal terms in the stress tensor were found to be negligible. For [2 2 1], the
Fig. 48. MD simulation of the propagation of shocks in copper driven by a piston (particle) velocity of $U_p = 4 \text{ km s}^{-1}$ ($P_{\text{shock}} = 48.5 \text{ GPa}$) for (a) [0 0 1] and (b) [2 2 1] Cu at increasing times: (1) 2 ps; (2) 4 ps; (3) 6 ps. Light colors indicate stacking faults and dislocations [88].

decrease in shear stress [Fig. 50(d)] coincides with the pressure rise that leads to dislocation nucleation and the formation of a plastic front; the shear stress relaxes because of dislocation loop nucleation and growth at the plastic front. For [001] [Fig. 50(c)], this relaxation occurs within a region extremely close to the shock front.

Figs 51 and 52 show the comparison of the computed and experimentally observed deformation features.

The deformation features and shock Hugoniot obtained compared very well with experimental results. However, upon comparing the density of the deformation
Fig. 49. Particle velocity versus distance for an MD simulation of shock propagation in (a) [0 0 1], and (b) [2 2 1] in single crystal Cu [88].

Fig. 50. (a, b) Pressure profiles at three different times for (a) [0 0 1], and (b) [2 2 1] Cu monocrystals; (c, d) shear stress profiles at different times for (c) [0 0 1], and (d) [2 2 1] Cu monocrystals [88].
Fig. 51. Defect structures in Cu: (a) MD simulation results for the propagation of a 48.5 GPa shock along the [001] direction; (b) MD simulation for the propagation of a 48.5 GPa shock along the [221] direction; (c) TEM micrographs for [001] Cu monocrystal shocked at 30 GPa; (d) TEM micrographs on [221] monocrystal of Cu shocked at 30 GPa [88].

features with experimental observations in recovered samples, they found that the dislocation densities in the simulations were several orders of magnitude higher. Two reasons were suggested by Cao et al. [88] for the difference: (a) the much shorter rise time in the MD simulations and (b) the post-shock relaxation and recovery processes that take place in real experiments.

Kum [165] analyzed the deformation features in shock-compressed single-crystalline Ni along the three low-indexed orientations. Two Morse-type pair potentials and one EAM potential were used in that work. However, the study is limited to one piston velocity and does not calculate the Hugoniot obtained from the MD simulations. The Hugoniot of Ni using one EAM potential, was calculated by Koci et al. [161], but their focus was the study of shock melting.
Fig. 52. (a) Schematic illustration of traces of Cu [111] slip planes on the surface of a (1 1 0) plane; (b) MD simulation showing traces of the stacking fault slip systems on the surface of (1 1 0) shown by an MD simulation for shock propagation along [2 2 1] [88].
Fig. 53. MD simulation showing dislocation structures at 8 ps in shocked [221] Cu as a function of particle/piston velocity: (a) 0.75 km/s (33.9 GPa); (b) 1 km/s (48.5 GPa); (c) 1.25 km/s (64.8 GPa); (d) 1.50 km/s (82.8 GPa); (e) 2.00 km/s (123.7 GPa); and (f) 2.5 km/s (171.3 GPa) [88].

The simulations show that, as the piston (equivalent to particle) velocity is increased, the defect density increases. The sequence of snapshots in Fig. 53 represents a range of pressures from 33.9 to 171.3 GPa for the [221] crystal. Note that the density of defects for $P = 471.3$ GPa ($U_p = 2.5$ km/s) is extremely high and the material resembles a nearly amorphous material. The shock-melting pressure for this EAM copper was calculated as $\sim 200$ GPa. Hence, the melting as determined from hydrodynamic calculations and the extreme dislocation density observed in the computation of Fig. 53(f) are consistent.

A similar procedure was applied by Jarmakani et al. [130] to nickel, and the shock propagation profiles for [001] are shown in Fig. 54 for two pressures: 35 and 48 GPa. At 45 GPa, an elastic precursor is evident, which is absent at 35 GPa. The computations show that formation of dislocation loops behind the front, seen
Fig. 54. MD simulations for shocked single crystal Ni along [001]; (a) piston (particle) velocity at 6, 8, and 10 ps versus distance (below the HEL) for $P \sim 35$ GPa; (b) piston (particle) velocity at 6, 8, and 10 ps versus distance (above the HEL) for $P_{\text{shock}} \sim 48$ GPa [130].
Fig. 55. MD simulation of shock compression of Ni along [001]; $U_p = 0.786$ km/s: (a) Stacking faults, viewed along the longitudinal $z$ direction; (b) plastic and elastic zone formation; notice the formation of dislocation loops; and (c) sketch of a dislocation interface in the homogeneous generation model (adapted from [36]).
Fig. 56. (a) Shear stress and \( \sigma_{zz} \) versus sample depth for an MD simulation of single crystal Ni shocked along the \([001]\) direction at \( U_p \sim 0.945 \text{ km/s} \); (b) shear stress versus \( \sigma_{zz} \).
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8.1. Comparison of computational MD and experimental results

The defect spacing as a function of shock pressure was analyzed in order to quantify the induced plasticity [see Fig. 57(a)]. Clearly, the spacing between stacking-faults decreases as the shock pressure increases. Copper data from Cao et al. [84,87,88] are plotted as well. Holian [144] introduced two fundamental deformation parameters: shock-induced plasticity and shock strength. Shock-induced plasticity is defined as $a_0/l$, where $a_0$ is the lattice parameter ($=0.352$ nm for Ni), and $l$ is the average lattice spacing between stacking faults. They defined shock strength as the ratio between particle velocity and speed of sound in the material, $U_p/C_0$ ($C_0 = 4.581$ km/s for Ni). This shock-induced plasticity as a function of shock strength is plotted in Fig. 57(b). MD data on Cu from Cao [84,87,88] and on Ni from
Fig. 57. (a) Spacing of dislocations versus shock pressure; (b) plot showing plasticity ($a_0/l$) versus shock strength ($U_p/C_0$), based on the analysis methods of Holian and Lomdahl [145].

Jarmakani et al. [130], predictions from the homogeneous nucleation model of Meyers [36], and experimentally measured data from Murr [40] are also shown on the plot. For the results from Meyers [36] and Murr [40], the dislocation spacing, $l$, was extracted from the reported dislocation densities, $\rho$, using the equation
The plasticity results from the MD simulations of Jarmakani et al. [130] and Cao [84,87,88] are consistent. These predictions also agree with computations by Holian [144]. Interestingly, the early analytical model by Meyers [168] is in agreement with these MD calculations. The experimentally determined shock plasticity of Ni from Murr [40] is, however, lower than the theoretical and MD results by an order of magnitude. This is shown in greater detail in Fig. 58. This suggests that relaxation processes are clearly at play in real experiments resulting in lower dislocation densities, as will be shown below. One possibility to explain the experimental discrepancy between Ni and Cu is that electron–phonon coupling in Cu is much larger than in Ni, resulting in shorter heating periods and therefore, shorter thermal relaxation times. The role of electron–phonon coupling has been explored in Ni shock melting by Koci et al. [161], using a two temperature model coupled to their MD simulations. We note that laser experiments have explored different relaxation scenarios as a function of electron–phonon coupling [169,170].

Fig. 58. Shock-induced plasticity calculated from experimental results for Ni: (a) Laser shock [37]; (b) plate impact [73].
The shock-induced plasticity increases monotonically with shock strength and follows closely the total volumetric strain $U_p/U_s$. Given that the total lateral strain in our simulations is zero due to periodic boundary conditions, the elastic strain has the same magnitude as the plastic strain, given by Orowan’s equation [27]. The amount of dislocation motion needed to relax a given volumetric strain would be roughly the same for similar materials. Therefore, shock-induced plasticity would follow the total volumetric strain, even for different shock propagation directions and slightly different materials.

Experimental measurements in the literature extracted from TEM images for laser-shocked copper monocrystals subjected to a broad range of pressures [83,91,92,171] were converted into shock-induced plasticity, and the corresponding pressures were converted to shock strengths. The spacing between stacking-fault packets for the laser shock experiments are plotted in Fig. 58(a). The same monotonic increase in shock-induced plasticity with shock strength as shown for the MD simulations in Fig. 57(b) is observed. However, there is a major difference: the experimental values are lower by a factor of $10^4$.

Plate impact [40,42,76,77,130,139,169,170,172–174] experiments on copper have been conducted since the seventies. Classic among these experiments are the systematic measurements made by Murr and co-workers [42,134–137] on inter-twin and inter-stacking-fault spacings. Fig. 57(b) shows the shock-induced plasticity calculated using the inter-twin spacings observed by Murr and co-workers [42,152,158,161,162], and the work to be reported in a paper by Cao et al. [172]. Jarmakani et al. [139] found similar results. The shock-pulse duration in Murr’s experiments [40,42,76,77,173] was $\sim 2 \mu s$, which is in the same range as our work by Cao et al. (1.4–2 $\mu s$) [172]. Work by Andrade et al. [174] confirms the twin spacing experimentally observed by Murr [40,42,76,77,169,173]. The calculated shock-induced plasticity from Murr’s data is on the order of $10^{-4}$, which is smaller than the experimental results in Cao et al. [172] ($\sim 10^{-3}$). These results, as well as the shock-induced plasticity in laser-shocked samples of $\sim 10^{-5}$ shown in Fig. 58(a) are compelling evidence for major effects that are not generally considered, leading to spacing between defects observed in simulations that is much smaller than that observed by TEM on recovered samples. There are several possible reasons for this discrepancy: (a) the higher strain rate in MD simulations; (b) simulation of only a small volume of perfect single crystal, without any initial defects [167]; and (c) the possibility that most defects are annealed out [167] and that TEM observations reveal a structure that is completely different from the one extant during shock compression. In our simulations, if we allow for the shock wave to reach the back of the sample and produce a rarefaction wave, most of the stacking-fault network disappears, making clear the important role that recovery can play in the TEM samples. Dynamic X-ray diffraction may be able to probe the dynamic dislocation generation seen in MD simulations in the future [167].

The effect of release (stress unloading) in the MD simulations was studied for comparison with experiments. The piston was released after 10 ps and the pressure ($P_{tot} = f(\sigma_{xx}, \sigma_{yy}, \sigma_{zz})$) was allowed to retract back to zero. Interestingly, almost all the partial dislocation loops disappear. The spacing between the few remaining
8.2. MD simulations of shocks in nanocrystalline nickel

Bringa et al. [167] carried out simulations of shocks in nanocrystalline (nc) Cu and found that partial dislocations and grain-boundary sliding dominated at a grain size of 5 nm, with full dislocations contributing more to plasticity as grain size increased up to 50 nm. However, even for these relatively large grains, the number of full dislocations was modest. Shocks in nc Ni, which has a much larger SFE, were expected to give a greater contribution from full dislocations, based on experimental results [175]. The 5 nm grain-sized sample was subjected to piston
velocities between 0.2 and 1.3 km/s, and its Hugoniot was found to be very close to that of the monocrystalline sample. Fig. 60(a) provides an illustration of the shock wave for \( U_p = 0.67 \) km/s as it traverses the sample (average velocity vs. distance). The corresponding shock pressure within the sample is \( \sim 38 \) GPa, which is at the HEL limit for the monocrystalline sample. Since grain boundaries (i.e., defects) exist in the sample, the HEL is significantly lower than that in the single crystal. A single-wave structure is evident and not a two-wave structure as seen in the

![Fig. 60. Shock compression of a nc Ni specimen, with grain size = 5 nm, \( U_p = 0.67 \) km/s; (a) Z-component of velocity versus distance; (b) 5 nm grain-sized sample at 0 and 10 ps; (c) three-dimensional (3D) view of the sample at 10 ps.](image)
single-crystalline results. This may be due to the fact that the particle velocities vary from grain to grain, introducing fluctuations in the front that do not allow the plastic and elastic components to be resolved. In comparison with the single-crystal profiles shown in Fig. 54(a), the front thickness is increased from ~2 to ~10 nm. Fig. 60(b) shows the nc sample at 0 ps, after it has been relaxed to minimize its internal energy prior to shock propagation (left) and after the shock-wave has traveled for 10 ps (right). Grain boundaries act as sources and sinks for partial dislocations, leaving stacking faults behind as they travel through the grains. Two of these are marked for clarity. This defect configuration is similar to the one observed by Van Swygenhoven et al. [176,177] in homogeneous tension simulations and by Bringa et al. [164,167] in shock simulations. Leading partials are mainly emitted from the grain boundaries, and trailing partials are seldom released. Limited evidence of twinning was also observed. Fig. 60(c) is a 3D view of the simulation shown in Fig. 60(b).

A quantitative analysis of the deformation mechanisms was carried out on MD simulations of three samples of different grain size that were shocked using the same piston velocity of 0.67 km s$^{-1}$ (~38 GPa): 5 nm Ni, 10 nm Ni, and 10 nm Cu. The three samples provide the means to study the effect of grain size and a different potential on the deformation behavior. We calculated the contributions to the effective strain introduced by shock compression from the various mechanisms of plastic deformation by determining the relative motion between nearest-neighbor pairs of atoms, and resolving this motion along the strain axis, as described by Vo et al. [178]. The procedure to quantify the dislocation contributions to the total plastic strain consists of three steps. The first step locates nearest-neighbor atom pairs that have been sheared on glide planes and assigns local Burgers vectors responsible for the shearing. This step requires correction for the strain caused by atom pairs that are cut by multiple dislocations with different Burgers vectors. The second step distinguishes atoms in grain interiors that are cut by lattice dislocations from those that are involved in grain-boundary mechanisms. The third step evaluates the strain caused by the motion of the dislocations identified. Detailed procedures can be found in Refs [178,179]. Using this method, the contributions from partial dislocations, perfect dislocations, multiple dislocations on the same slip plane, and twinning can be identified. The difference between the total plastic deformation and these other contributions can then be attributed to grain-boundary sliding.

Fig. 61 shows the three shocked samples. The color code is as follows: the blue atoms are not displaced and are in their original minimum energy state, the green atoms are displaced by the Burgers vector of a Shockley partial, the red atoms are displaced by a Burgers vector of a perfect dislocation, and the orange atoms are displaced by a Burgers vector larger than that of a perfect dislocation (due to grain-boundary sliding). Original color illustrations are found in Jarmakani et al. [130]. In these, orange, green, red atoms can be distinguished. For the 5 nm Ni, the total shock strain in the sample was calculated to be ~0.13. The total strain contribution due to dislocations (0.014) is dominated by partials, which makes up ~60% of the total strain due to dislocations; perfect dislocations account for ~10%.
Fig. 61. Comparison of deformation structure versus grain size for the same particle velocity of $U_p = 0.67 \text{ mm/µs}$: (a) 5 nm Ni; (b) 10 nm Ni; (c) 10 nm Cu (the position of the shock front is marked for the three samples). Blue corresponds to atoms in their original minimum energy state, green to atoms displaced by the Burgers vector of a Shockley partial, red to atoms displaced by a Burgers vector of a perfect dislocation, and orange to atoms displaced by a Burgers vector larger than that of a perfect dislocation (implying grain-boundary sliding) (Original color illustrations in Jarmakani et al. [130]).

The contribution due to twinning is 26%. By subtracting the strain due to dislocations from the total strain, one obtains the strain due to grain-boundary sliding, 0.116; this represents approximately $\sim 90\%$ of the total strain.

In the case of the 10 nm samples, the strain contribution due to partials is 63% for Ni and 56% for Cu. Perfect dislocations account for 17.2% of the dislocation strain.
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in Ni and 21% in Cu. The twinning contribution is greater in Cu, 19% as compared to 16% in Ni. The greater incidence of twins is to be expected since the SFE of Cu is significantly lower. However, the difference in the contribution of full dislocations and twinning between Ni and Cu is marginal despite the fact that the SFE of Ni is nearly three times larger than in Cu. This points out to the complexity of dislocation nucleation in nanocrystals, as already pointed out by Van Swygenhoven et al. [177]. Grain-boundary sliding accounts for approximately 58% of the total shock strain in both 10 nm Ni and Cu in comparison with 90% for 5 nm Ni, signifying that it becomes more difficult for larger grains to slide past one another under compression (Bringa et al. [151,180]). Note that the front portions of the 10 nm Cu and Ni samples do not show the grain boundaries highlighted in green. This is due to the fact that no grain-boundary sliding is taking place because the shock front has not yet traveled through that region. The contribution due to partials is comparable in the 5 and 10 nm grain-sized samples, but that from perfect dislocations is greater in the 10 nm samples, as expected. The twinning contribution is greater in the 5 nm grain-sized sample (5 nm Ni: 25.7%, 10 nm Ni: 15.7%), due to the fact that partial dislocations are more abundant, and therefore lead to more twinning as in the Zaretsky model [44] and as described in Shehadeh et al. for single crystals [181]. This result is also in agreement with the models proposed by Chen et al. [182] and Zhu et al. [183], where they show that the propensity for twinning increases with decreasing grain-size. This result for nc twinning behavior is in distinct contrast to the result shown in Fig. 40 for conventional grain sizes, where larger grains twin more readily. Our results are consistent with simulations of tensile deformation of nanocrystals, where grain-boundary sliding was considered crucial at $d \sim 5$ nm (Schiøtz and Jacobsen [184]), mostly based on visual inspection of plasticity and on the observed rotation of certain grains. Recently, Vo et al. [185] carried out simulations of homogeneous uniaxial compression of nc Cu up to 20 nm grain size, and found similar results for the contributions of GB sliding and dislocations, with a cross-over to dislocation dominated plasticity at $\sim 15$ nm, at a strain rate of $10^{10}$ s$^{-1}$. Our analysis is the first to quantify slip and GB sliding for shocked nc samples.

In addition to the simulations of nanocrystals, laser shock compression experiments were carried out on nc Ni [175,186], with grain sizes between 30 and 50 nm. The samples in the experiments were prepared by electrodeposition at the Lawrence Livermore National Laboratory and were subjected to pressures between 20 and 70 GPa via laser irradiation [130]. The microhardness of the samples after shock compression was measured, and a 5–30% increase after being shocked was observed, clearly indicating dislocation storage. Fig. 62(a) shows a cross-section of a sample with microhardness measurements taken at five positions beneath the cratered surface. Fig. 62(b) shows the increase in residual hardness beneath the cratered surface where a maximum at position 3 occurs where laser intensity (i.e., deformation) is greatest. Fig. 62(c) shows the increase in residual hardness as a function of shock strength during shock compression of the samples. In congruence with the hardness data, TEM examination revealed heavy dislocation activity ($\rho \sim 10^{16}$ m$^{-2}$) due to these laser-induced shocks. Full dislocations
Fig. 62. (a) Cross-sectional microhardness measurements from five positions beneath the laser-shock induced crater; (b) hardness veruss position; (c) hardness versus shock pressure.
were the main carriers of plasticity [see Fig. 63(a)]. Interestingly, deformation twins were not observed in any of the samples, even at pressures up to 70 GPa. This is discussed in Section 6.

To further reduce the grain size to \(~10\) nm, tungsten (13 wt.\%) was added to the nickel electrolyte during electrodeposition as outlined by Schuh et al. [187,188].

Fig. 63. (a) TEM image of nc Ni with grain sizes of 30–50 nm shocked at \(~40\) GPa showing dislocations; (b) TEM image of Ni–W (13 at.\%) with grain sizes of 10–15 nm shocked at \(~40\) GPa; deformation twins are evident (circles) (Courtesy Y. M. Wang; from Jarmakani et al. [130]).
The Ni–W samples were loaded to pressures up to \( \sim 38 \) GPa, and a shift in deformation mechanisms was observed. TEM analysis revealed that deformation twins were the predominant defect structures, indicated by circles in Fig. 63(b). A very low density of pre-existing annealing twins was observed in the as-prepared samples, and the twin density increased dramatically after shock loading. However, the addition of W lowers the SFE, and the increased twinning cannot be attributed to the decreased grain size alone.

This discrepancy in dislocation behavior between MD simulations and actual experiments could be due to several factors. The samples in the experiments go through release, which leads to the annihilation and reabsorption of partials. There may be grain-size effects at play. Smaller grains favor partial dislocations, and one may have to go to larger grain sizes for perfect dislocations to be energetically favorable. For instance, Bringa et al. [167], showed significant dislocation activity and dislocation junctions being formed only for grains above 20 nm. In addition, the MD potentials may not be very accurate in describing the stacking-fault and twinning energy surfaces, and the value of these surfaces under stress could change considerably. Another possibility may be that the time needed for the emission of full dislocations is much longer than the timescales simulated in MD. Loading and unloading in the laser-shock experiments take place over 1–10 ns, whereas the MD simulations are in the range of picoseconds, only capturing the initial stages of deformation, and at much higher strain rate. Warner et al. [189] recently showed that a full dislocation takes much longer than partials and twins to be emitted from a crack tip, and something similar may be happening in nc materials.

### 8.3. Effect of unloading on nc Ni

In an analogous manner to the unloading MD simulations carried out on monocrystals (Fig. 59), the effect of unloading on the deformation structure of nc Ni was studied to provide a more realistic comparison with the experiments [130]. The sample shocked at 38 GPa, \( U_p = 0.67 \) km/s, was allowed to unload and the dislocation behavior within the grains was analyzed. Fig. 64(a) shows the average pressure within the sample as a function of time as it is loaded and unloaded. Fig. 64(b) shows the sample at 0 ps (before the shock), at maximum compression at 11 ps (first picoseconds consisted of equilibration) before it is unloaded, and 18 ps after it has been unloaded to zero pressure. The principal features are stacking faults, which are mostly emitted from grain boundaries during compression. After unloading, \( \sim 38\% \) of the partials are reabsorbed. The light ellipses show regions where partials are reabsorbed and the dark ellipses indicate the partial dislocations that survive after unloading. Unloading at experimental, much slower, rates may lead to further reabsorption. The reabsorption of partials causes the contribution due to perfect dislocations to increase from 10.3% before unloading to 18.2% after unloading. As expected from the loading simulations of nc samples, grain-boundary sliding dominates the plasticity for \( d = 5\) nm. The phenomenon of reabsorption
Fig. 64. (a) Average pressure rise and release in a nc Ni sample for $U_p = 0.67$ km/s; (b) deformation features in the nc Ni sample (i) before compression, (ii) at maximum compression, and (iii) after release back to zero pressure.
would explain the fact that partial dislocations are not observed in our experiments, only full dislocations. In addition, Bringa et al. [180] observed dislocation junctions forming inside grains with \( d = 50 \text{ nm} \), but never forming for smaller grains. Such junctions in larger grains might survive unloading.

For comparison, a smaller sample having \( \sim 500,000 \) atoms and dimensions of \( 17.6 \times 17.6 \times 17.6 \text{ nm} \) was compressed uniformly in uniaxial strain to a pressure of \( \sim 38 \text{ GPa} \) and then allowed to unload. The final strain and strain rate applied were roughly the same as that experienced by the shocked sample, the principal difference being that there is no wave propagation in the latter simulations. Fig. 65(a) shows the average pressure within the sample as a function of time. The sample was compressed uniaxially for \( 4 \text{ ps} \) to a strain of 0.13, held there for \( 10 \text{ ps} \), and released back to 0 strain within \( 4 \text{ ps} \). Fig. 65(b) shows the various stages of deformation. Partials are emitted and reabsorbed during this process. There are no major differences in defect distribution between uniform and shock compression. The percentage of strain corresponding to grain-boundary sliding is slightly decreased. Interestingly, approximately 39% of the partials disappear after unloading. Before unloading, grain-boundary sliding accounts for 79.2% of the total strain, in comparison with shock compression (90%).

9. Simulations of loading at different strain rates

MD simulations of shocks generally deal with square loading pulses. This leads to extremely high strain rates at the shock front, \( \sim 10^{10} \text{ s}^{-1} \). In order to assess the effect of ramped pulses, Bringa et al. [167] carried out simulations with and without a ramp of \( 50 \text{ ps} \) and a peak pressure of \( 35 \text{ GPa} \), slightly above the threshold for homogeneous nucleation of dislocations for the EAM Cu by Germann et al. [154]. They studied the influence of strain rate in the transition from a 1D compressed state to a quasi-3D compressed state, as shown in Fig. 66. Simulations found no difference between the ramped and unramped cases for a perfect single crystal. However, when dislocation sources were introduced, the ramp loading activated the sources before homogeneous nucleation occurred, as shown in Fig. 67, and led to an early relaxation of the shear stress. This relaxation led in turn to a lower dislocation density in the region where homogeneous nucleation occurred once the peak pressure was reached. Despite the fact that the dislocation density was lower, stress relaxation was higher, because dislocation mobility was not impeded by the larger number of junctions produced at higher density. This is shown schematically in Fig. 68.

In order to simulate larger systems for longer times, Shehadeh et al. [190] have carried out dislocation dynamics embedded into finite element simulations of shock loading, where plasticity is due to dislocation multiplication by pre-existing sources [190,191]. A criterion for homogeneous nucleation was added to model high pressure by fitting MD results [181]. Results are shown in Fig. 69. They also found that lower strain rates lead to lower dislocation densities, as shown in Fig. 70, in agreement with experimental results by McNaney et al. [135]. Recent simulations by Hawreliak et al. [192], using a rise time of 300 ps and a sample of \( \sim 4 \text{ \mu m} \) along
Fig. 65. (a) Uniaxial compression and relaxation of 5 nm grain-sized Ni sample; (b) frames at different times showing emission and annihilation by reabsorption of partial dislocations into grain boundaries.
Fig. 66. Dynamic lattice compression during shock loading. The upper curve shows the particle velocity versus time behind a shock front moving to the right (z direction) at speed $U_s$. The response of an initially cubic unit cell of side $a_0$, is illustrated schematically by the blocks. The initial strain is uniaxial compression (1D), with $a_z < a_0$ and $a_x = a_y = a_0$ and large internal shear stress. The lattice responds by relaxing via volume-preserving dislocation flow to a more 3D-symmetric compression, $a_z \sim a_x \sim a_y$. The inset shows experimentally measured diffraction data with a peak corresponding to the unshocked material at zero strain and a peak corresponding to prompt (subnanosecond) 3D relaxation ($a_z \sim a_x$) for shocked copper at 3–4% strain, from Loveridge-Smith et al. [193]. Figure from Bringa et al. [167], where full colors are given.

the shock direction, showed that a large fraction of their Cu sample was kept solid at 3 Mbar, well above the shock-melting pressure of 2 Mbar, because of their off-Hugoniot loading.

10. Incipient spallation and void growth

The study of the nucleation and growth of voids in ductile metals is of significant interest for the understanding of failure under overall tensile loading. Such failure, for example, can occur upon reflection of tensile waves from a free surface of the shock-compressed plate. Material failure by void growth under dynamic loading conditions leads to spalling. Extensive analytical and computational research has been devoted to analyze ductile void growth and coalescence in various materials and under various loading conditions. Seitz [194] and Brown [195] postulated prismatic loops forming at the interface between a rigid particle and its matrix. In related work, Silcox and Hirsch [196] analyzed the dislocations that form the boundaries of stacking-fault tetrahedra in gold. These tetrahedra had sizes of approximately 35 nm. Later, Humphreys and Hirsch [197] analyzed copper-containing small alumina particles and observed the formation of prismatic loops
Fig. 67. Snapshot from our molecular dynamics (MD) simulation of a shock wave moving in the [1 0 0] direction of single crystal Cu, with a maximum pressure of 35 GPa and a load rise time of 50 ps. The shock propagates approximately toward the bottom right of the figure. The simulation includes 256 million atoms, but only defective atoms are shown with a coloring scheme following the centro-symmetry deviation values. This close-up view shows a dislocation source activated by the ramp, producing partial dislocation loops in several available {1 1 1} planes. The “butterfly” shapes result from loops colliding and forming sessile junctions that impede dislocation motion. The top of the loading ramp is strong enough to induce homogeneous nucleation of dislocations, and this is the front seen behind the source, with an extremely high dislocation density. From Bringa et al. [167].

by a cross-slip mechanism. This study involved primarily the interaction of existing dislocations with rigid particles. More recently, Uberuaga et al. [198] observed the direct transformation of vacancy voids to stacking-fault tetrahedra by MD. In the area of initiation and growth of voids under tensile loading, there are only a few dislocation-based mechanisms (Wolfer et al. [199]).

This section describes an alternative mechanism of void growth by dislocation emission from the surface of the void (Lubarda et al. [200]). We show analytically for a 2D configuration, that the imposed stresses in the laser shock experiments are sufficient for emitting dislocations from the void surface. The critical stress for dislocation emission is found to decrease with an increasing void size, so that less stress is required to emit dislocations from larger voids. Fig. 71 shows SEM images of (a) the initial specimen and (b) the recovered specimen with the bulged bottom surface. The laser-induced shock was driven from the upper surface. The reflected
Fig. 68. Dislocation structure resulting from MD simulations of shocked [1 0 0] copper. (a) Snapshot of a simulation with a shock drive of 0 ps rise time after $t = 100$ ps, showing only dislocation atoms. (b) The same as (a) except that the shock drive had a 50 ps linear-ramp rise time. In both cases, the copper crystal included pre-existing dislocation sources. The three regions of dislocation activity—homogeneous, mixed, and multiplication—are marked. (c) The particle velocity, $V_z$, profile for the ramped shock, where the ramp extends over $z = 0.29–0.43 \, \mu m$. (d, e) The resulting dislocation density profiles for the 0 ps rise-time case (d) and the ramped case (e). The locations of the pre-existing sources are illustrated by vertical arrows. From Bringa et al. [167].

tensile pulse at about 100 $\mu m$ from the rear surface can be calculated from the decay of the shock pulse. It is equal in magnitude, but opposite in sign, to the shock pressure. The latter is about 5 GPa in magnitude. Voids were observed in the cross-section, ranging in size from 25–50 nm to 1 $\mu m$. Fig. 72 is a TEM image showing what is believed to be a void near the back surface of the shocked specimen. Its diameter is approximately 500 $\mu m$. It may be argued that electropolishing produced the void, but a larger number of perforations were found close to the back surface of the specimen, where void formation is expected. There is a light rim around the void, indicating an extremely high dislocation density, below the resolution where individual dislocations can be imaged. This void is similar to the one observed earlier by Christy et al. [201] using high-voltage transmission electron microscopy. In that experiment, the foil was not perforated and the same intense dislocation density was observed. The diameter of this work-hardened layer is approximately twice the void diameter. Thus, a much higher dislocation density characterizes the region surrounding the void compared to regions without observable voids.

10.1. Dislocation emission and void growth

Void growth is indeed a non-homogeneous plastic deformation process. The plastic strains decrease with increasing distance from the void center. The far-field strains
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Fig. 69. Multiscale dislocation dynamics plasticity (MDDP) simulation of a 35 GPa, 50 ps rise time shock wave, showing individual dislocations for a block of $0.25 \times 0.25 \times 10 \mu m^3$. The shock-front moves from left to right. Loops are homogeneously nucleated as the wave travels through the material, while those previously nucleated grow as the crystal relaxes. Dislocation–dislocation interactions become dominant at high $\rho$, leading to the development of a 3D pattern of intersecting loops in all available $\{1 1 1\}$ slip planes, with large numbers of jogs and junctions. (a) 67 ps: Pre-existing loops that will act as dislocation sources can be seen ahead of the shock front, (b) 90 ps: Initial stages of heterogeneous nucleation from the sources, and (c) 122 ps: There is a region with both homogeneous and heterogeneous nucleation, showing lower dislocation density than the region with only homogeneous nucleation. From Shehadeh et al. [190,191].
Fig. 70. Evolution of the average dislocation density within a thin slice calculated using MDDP simulations of 35 GPa shocks for 5 and 50 ps rise times. The initial dislocation microstructure affects the homogeneous nucleation (HN) process only at the early stages of the interaction process. The relaxed density of dislocations is affected by the shock wave rise time and the pre-existence of dislocation sources. From Shehadeh et al. [190].

are purely elastic, whereas plastic deformation occurs in the regions adjoining the surface of the void. Ashby [202] developed a formalism for the treatment of a non-homogeneous plastic deformation by introducing the concept of the generation of geometrically necessary dislocations. Two different mechanisms were envisaged by Ashby [202], based on prismatic or shear loop arrays. The void growth situation is quite different from the rigid-particle model used by Ashby [202]. One can still postulate arrays of line defects to account for the non-homogeneous plastic deformation. Of critical importance is the fact that the shear stresses at 45° to the void surface are maximum, since the normal stresses are zero at the surface of the void. These shear stresses decay to zero at large distances due to the assumption of a far-field hydrostatic stress state. Thus, the shear stresses are highest at the internal surface, triggering dislocation nucleation there. The mechanism of void growth derived by Lubarda et al. [200] for the emission of shear loops will be presented here.

The shear loop mechanism involves the emission of dislocations along the slip plane S, and is shown in Fig. 73(a). These loops form preferentially at planes intersecting the void along a 45° orientation to the radius. Fig. 73(b) shows two slip planes intersecting the void surface at 45°. This ensures a 45° angle between the slip plane S and the void surface, maximizing the driving force on the dislocation. The difference between this and the Ashby [202] loops is that the two opposite loops have dislocations of the same sign whereas Ashby’s [202] opposite loops have opposite signs (Figs 73 and 74).

In the 2D case, four pairs of edge dislocations emitted from the surface of a cylindrical void under remote uniform tension give rise to an increase of the average void size by an amount approximately equal to the magnitude of the
Fig. 71. A side view of the cylindrical specimen subjected to shock compression and subsequent tensile pulse reflection from the laser-induced shock wave: (a) Undeformed specimen, and (b) deformed specimen upon wave reflection with spall surface protruding in back.

dislocation Burgers vector. Other arrangements, involving more than four pairs of dislocations, can also be envisioned as giving rise to the expansion of the void [203]. After the void has grown a finite amount, the network of sequentially emitted dislocations may appear as depicted in Fig. 74. In an analytical treatment of the void growth by dislocation emission, we consider the emission of a single dislocation pair (shear loop) from the surface of a cylindrical void under far-field biaxial tension. The critical stress required for the emission of a shear loop is calculated as a function of the material properties and the initial size of the void. The analysis is
based on the criterion adopted from a related study of the crack blunting by dislocation emission (Rice and Thomson [204]). It is shown that the critical stress for dislocation emission decreases with increasing void size, so that less stress is required to emit dislocations from larger voids. At constant remote stresses, this would imply an accelerated void growth by continuous emission of shear dislocation loops. However, this is opposed by an increasingly thick work-hardened layer.

The 2D problem was solved analytically by Lubarda et al. [200] and is presented here in a succinct fashion. Consider an edge dislocation near a cylindrical void of radius $R$ in an infinitely extended isotropic elastic body. The dislocation is at a distance $d$ from the stress-free surface of the void, along the slip plane parallel to the $x$ axis. The stress and deformation fields for this problem have been derived by Dundurs and Mura [205]. The interaction energy between the dislocation and the void is:

$$E_{\text{int}} = \frac{Gb^2}{4\pi(1-v)} \left[ \frac{x^2}{(x^2+y^2)} + \ln \left( \frac{x^2+R^2}{x^2+y^2-R^2} \right) \right] \psi \frac{y = R}{\sqrt{2}},$$

where $b$ is the magnitude of the Burgers vector of the dislocation, $G$ the elastic shear modulus, and $v$ Poisson’s ratio of the material. The shear stress along the considered slip plane acting on a dislocation due to the pressure of the far-field hydrostatic stress $\sigma$ is equal to:

$$\tau = \sqrt{2d} \frac{\xi}{(\xi + (1/2))^2},$$

where $\xi = \kappa / R$. 

Fig. 72. Dark field image of an isolated void and associated work-hardened layer near the rear surface of the specimen.
Fig. 73. Shear loop mechanism for the growth of voids. (a) Emission of two pairs of dislocation shear loops from the void surface along the indicated slip planes, S. (b) Two slip planes intersecting the void surface at 45°, the orientation that maximizes the force on the dislocation.

The total force on the dislocation due to both the applied stress and the interaction with the void (derivative of eq. (54)) is:

$$
\frac{F_x(\xi)}{Gb} = \frac{\xi}{(\xi^2 + (1/2))^2} \sqrt{\frac{\sigma}{G}} - \frac{1}{\pi(1-v)} \frac{b}{R} \left( \frac{\xi^2}{(\xi^2 + (1/2))^2} \right)
$$

(53)

The normalized force, $F_x/Gb$, versus the normalized distance, $d/b$, plot is shown in Fig. 75 for the case when $R = 4b$, $\sigma = 0.1 G$, $v = 0.3$ and $d = R/(2^{0.5})$. The dislocation feels the maximum force of repulsion (from the void) at a position of $d \approx 2.11b$. For $d$ smaller than ~1b, $F_x/Gb < 0$ and the dislocation is attracted...
Fig. 74. Network of sequentially emitted shear loops.

Fig. 75. Normalized dislocation force $F_x/Gb$ versus normalized distance from the void $d/b$, according to eq. (56), for $R = 40b$, $\sigma = 4.1$ G, and $v = 0.3$. The dislocation feels a maximum force of repulsion (from the void) at a position of $d/b = 2.1$.

to the void. For $d > \sim 1b$, $F_x/Gb > 0$, and the dislocation is repelled from the void. In the limit $d/b \to \infty$, the force on the dislocation vanishes since the dislocation is far from the void, and finds itself in the field of uniform biaxial tension $\sigma$.

In the equilibrium dislocation position, the attraction from the void is balanced by the applied stress, so that the force $F_x(\xi)$ in eq. (56) vanishes, that is,

$$\frac{\sigma}{G} = \frac{b/R}{\sqrt{2\pi(1-v)}} \frac{\xi(\xi^4 + 1/4)}{(\xi^4 - 1/4)} \quad (54)$$
This was done using the Rice and Thomson [204] criterion for the spontaneous emission of a dislocation from a crack tip. The stress required to emit a dislocation is:

\[
\sigma_{ct} \geq \frac{b/R}{G} \left[ \sqrt{2(1 - v)}(1 + \sqrt{2} \frac{b/R}{b/R})^4 + 1 \right]
\]

(55)

The plot of $\sigma_{ct}/G$ versus $R/b$ is shown in Fig. 76 for a selected value of the material parameter, $R_{core}/b = \rho = 4.0$. It should be noted that $\rho$ is the ratio between the radius of the core and the Burgers vector and not the dislocation density, as in previous sections. The results are meaningful for sufficiently large sizes of voids, typically $R > 3b$ ($R > 3b$–6$b$). The critical stress required for dislocation emission decreases both with increasing $\rho$ and $R/b$. The smaller the dislocation width, the higher the applied stress must be to keep the dislocation in equilibrium near the void. It is noted that the force on the dislocation at a given equilibrium distance from the void due to a remote stress increases more rapidly with the ratio $R/b$ than does the force due to attraction from the void surface. More involved dislocation models based on the Peierls–Nabarro concept, as used by Rice [206] and Rice and Beltz [207] to study the crack blunting by dislocation emission, or by Xu and Argon [126] in their study of the homogeneous nucleation of dislocation loops in perfect crystals, may be needed to further improve the analysis of the void growth by dislocation emission. The model agrees extremely well with MD simulation data, both for void growth [203,208], shown in Fig. 76, and for void collapse (Davila et al. [209]).

Experimental data in the literature (e.g., Minich et al. [210]) indicate that the spall strength of high purity Cu single crystals is about 5 GPa. The spall strength of a polycrystalline Cu is about half that value, because of grain boundaries and intercrystalline defects, which promote void growth. Meyers and Zurek [211] and
Meyers [212] discuss the effects of polycrystallinity and grain size on void growth during spall experiments and reconcile the contradictory results. The higher spall strength observed for monocrystalline copper is due to different nucleation sites. In polycrystals, there is segregation of impurities at the grain boundaries, providing favorable initiation sites. In monocrystals, these sites are absent and initiation must occur from vacancy complexes.

The 2D picture is somewhat more complex than the 1D one. Dislocation loops are emitted circumferentially around a void, along a plane intersecting it at 45°. Six loops, corresponding to the edge dislocations with directions [1 1 0], [1 0 1], [0 1 1], [1 1 0], [1 0 1], and [0 1 1], are shown in Fig. 77(a). As they expand, their extremities approach each other and eventually react; this is energetically favorable under zero-stress conditions:

$$G\mathbf{b}_1^2 + G\mathbf{b}_2^2 \geq G\mathbf{b}_7^2.$$ (56)

The dislocations that form on reaction have a screw character. Successive loops can form on the same (1 1 1) plane, as shown in Fig. 77(c), or on adjacent planes, as the void grows.

![Dislocation Loops Diagram](image)

Fig. 77. (a) Six edge dislocation loops forming at the intersection of the void surface and the (1 1 1) slip plane in a void subjected to hydrostatic expansion; (b) reactions between adjacent dislocation loops as they expand; (c) successive emission of loops. Adapted from Traiviratana et al. [203].
The intersection of a void with eight \{1 1 1\} slip planes at 45° forming an octahedron, is shown in Fig. 78. The dislocation interactions become rather complex at that level. Traiviratana et al. [208] analyzed the more complex situation in which the perfect dislocations formed partials. In this case, one has to consider the reactions between the leading partials and the reactions between the trailing partials.

Several researchers have simulated void growth using MD simulations [209,213–219]. Rudd, Seppälä, and Belak [216–219] were primarily interested in void growth and did not focus on the dislocations. Potirniche et al. [214] used a uniaxial stress

---

Fig. 78. (a) 3D model of a spherical void intercepting the eight slip planes that form an octahedron. (b) Another view of the 3D model of spherical void intercepting the eight slip planes. (c) Top view of the 3D model.
configuration, which led to necking and did not specifically analyze dislocation activity. Zhu et al. [215] modeled the void growth under shock loading and unloading conditions and obtained profuse evidence for shear loop emission. Marian, Knapp, and Ortiz [220,221] used the quasi-continuum simulation method and were indeed the first to identify shear loops and some of their reactions as the strain increased. However, quasi-continuum calculations perform energy minimization of the system at zero temperature and may give results that differ from MD simulations. Davila et al. [209] modeled the inverse problem: the collapse of a void. We have also carried out MD simulations of void growth, as in the work of Traiviratana et al. [208]. Fig. 79 shows 3D visualizations of MD simulations of the early growth of voids for three directions of the tensile axis: [100], [110], and [111]. Dislocation loops are emitted in the three cases but their configuration is more complex than in the simple 2D model of Section 8.2. The first significant difference is that partial dislocations are emitted instead of perfect dislocations assumed earlier. The blue atoms represent the stacking faults and the green atoms the surface of the voids. The original color illustrations can be found in Bringa et al. [222]. In Figs. 79(a) and 79(b) the trailing partial is also emitted while in Fig. 79(c) only one partial loop is seen. A second difference is that the loops combine to form biplanar (for [110], Fig. 79(b)) or triplanar (for [111], Fig. 79(c)) loops. It should be noted that none of our MD simulations showed mobile prismatic loops, though by many to be the primary mechanism for loop expansion. Further analysis is provided by Meyers et al. [203].

11. Conclusions

(a) Shock-wave compression produces extreme regimes characterized by a state of uniaxial strain, high strain rates, high pressures, and high temperatures.
(b) The conditions are such that plastic deformation occurs primarily at the wave front and release portions and not homogeneously throughout the material, as is the case in conventional deformation.
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(c) Dislocation generation and motion in shock compression is governed by these extreme regimes. At lower pressures (below $P/G \sim 1$) conventional dislocation sources are activated and multiplication processes of dislocations dominate the effects. At higher pressures ($P/G > 1$) homogeneous nucleation of dislocation loops takes place with the expansion of the loops through subsonic and possibly, in some cases, supersonic dislocation motion. Several mechanisms of dislocation accommodation are discussed.

(d) This profuse dislocation generation and motion leads to loose dislocation cells in FCC metals and a homogeneous dislocation distribution in other structures.

(e) As the SFE of metals is decreased, the tendency for planar dislocation arrays and stacking faults increases. A criterion for the transition from perfect dislocation loops to partial dislocation loops is presented.

(f) There is also a threshold for twinning, which is reached when the strain rate imparted by shock compression is such that the flow stress by dislocation flow becomes higher than the twinning stress. A criterion for the onset of twinning is presented, for the case in which the twinning stress is independent of strain rate and temperature whereas the flow stress by dislocation motion is determined by thermal activation.

(g) The results of MD calculations are presented. This is a powerful simulation technique that is helping to elucidate some of the thornier issues in shock compression. MD predicts an increasing dislocation density (and decreased spacing) with increasing pressure, in agreement with transmission electron microscopy characterization of recovered shocked specimens.

(h) Comparison of experimental results (by TEM) and MD simulations reveals that the dislocation spacings are orders of magnitude different, being much smaller in the MD simulations. The MD simulations reveal that the annihilation rate of dislocations upon unloading is very high. This suggests that the dislocation density during shock compression might be higher than the residual dislocation density after release.

(i) Controlled quasi-isentropic compression experiments-ICE (ramp-wave compression, in which the loading is adiabatic), provides a strain rate that is lower than shock compression at the same pressure. MD simulations of ramp-wave compression, were also carried out, and characterized. The residual dislocation densities are significantly lower for quasi-isentropic (ramp wave) compression than for shock compression, as predicted by McNaney et al. [135] and Shehadeh et al. [181].

(j) Upon being reflected at a free surface, a shock wave creates a tensile pulse which, if of sufficient magnitude, generates fracture of the metal either by crack or void nucleation, growth, and coalescence. The initiation and growth of voids is shown to occur by the formation and expansion of shear loops from the void surface. These shear loops, originally postulated by Lubarda et al. [200], are shown to be the principal mechanism of void expansion.
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