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Abstract

It is shown, through molecular dynamics simulations, that the emission and outward expansion of special dislocation loops, nucleated
at the surface of nanosized voids, are responsible for the outward flux of matter, promoting their growth. Calculations performed for
different orientations of the tensile axis, [0 0 1], [1 1 0] and [1 1 1], reveal new features of these loops for a face-centered cubic metal, cop-
per, and show that their extremities remain attached to the surface of voids. There is a significant effect of the loading orientation on the
sequence in which the loops form and interact. As a consequence, the initially spherical voids develop facets. Calculations reveal that
loop emission occurs for voids with radii as low as 0.15 nm, containing two vacancies. This occurs at a von Mises stress approximately
equal to 0.12G (where G is the shear modulus of the material), and is close to the stress at which dislocation loops nucleate homoge-
neously. The velocities of the leading partial dislocations are measured and found to be subsonic (�1000 m s�1). It is shown, for nano-
crystalline metals that void initiation takes place at grain boundaries and that their growth proceeds by grain boundary debonding and
partial dislocation emission into the grains. The principal difference with monocrystals is that the voids do not become spherical and that
their growth proceeds along the boundaries. Differences in stress states (hydrostatic and uniaxial strain) are discussed. The critical stress
for void nucleation and growth in the nanocrystalline metal is considerably lower than in the monocrystalline case by virtue of the avail-
ability of nucleation sites at grain boundaries (von Mises stress �0.05G). This suggests a hierarchy of nucleation sites in materials, start-
ing with dispersed phases, triple points and grain boundaries, and proceeding with vacancy complexes up to divacancies.
� 2010 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Ductile metals fail by the nucleation, growth and coales-
cence of voids, leading to the classical dimpled fracture, in
contrast to brittle materials, where fracture is governed by
crack nucleation, growth and coalescence. There has been
intense inquiry, of experimental, analytical and computa-
tional nature, on the formation of voids during plastic
deformation in tension, since the first report by Tipper [1]
in 1948, which revealed the classic sequence of void nucle-
ation, growth and coalescence. Indeed, this is a central
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problem in Materials Science and Engineering, since it is
intimately associated with ductile failure of materials. In
1964, Chin et al. [2] compared polycrystalline and mono-
crystalline aluminum pulled in tension, and demonstrated
that for the monocrystalline case the absence of void nucle-
ation at particle sites led to fracture by “rupture” with a
100% reduction in area. However, earlier work by Rosi
and Abrahams [3] demonstrated, for Al and Cu monocrys-
tals, that there were voids in the neck region. Their forma-
tion was wrongly attributed to vacancy condensation, as
will be shown here. The literature on the mechanics of void
growth and coalescence is abundant, and the papers by
Needleman and co-workers (e.g. [4,5]), Tvergaard and
Hutchinson [6], Pardoen and Hutchinson [7], Gurson [8]
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and McClintock [9] are noteworthy. A complete account
on the nucleation, growth and coalescence of voids is given
by Dodd and Bai [10].

In spite of the fact that ductile failure is an extensively
investigated phenomenon, there is little information on
the dislocation mechanisms of the homogeneous void initi-
ation process, and it is often assumed that it is governed by
the diffusion of vacancies towards a central point, creating
and nourishing a void. This is due to the fact that in “engi-
neering alloys” there is an ample supply of initiation sites,
which in most cases are inclusions, precipitates and grain
boundaries.

The first proposal for the homogeneous initiation of
voids (not quantitatively expressed) was by Rosi and Abra-
hams [3], and was based on diffusion. One of the most
rapid diffusion mechanisms is “pipe” diffusion, in which
vacancies migrate along the dislocation line, and Cuitiño
and Ortiz [11] developed a specific mechanism for this
mode. Conventional plastic deformation at a conservative
strain rate 10�2 s�1 will lead to a failure time of 102 s
assuming a strain of 1 (using the activation energy for
grain-boundary diffusion from Surholt and Herzig [12]).
Failure is typically characterized by voids with radii rang-
ing in the micrometers. However, the time predicted by
Cuitiño and Ortiz [11] for voids to reach 0.1 lm at 300 K
is much longer (�1010 s). Even at 600 K, voids cannot grow
to a size equal to 0.1 lm in 102 s. Thus, vacancy diffusion,
which is the principal mechanism of void growth in creep
fracture, as treated by Raj and Ashby [13], cannot be the
operating mechanism in conventional plastic deformation.

It is intriguing that dislocation-based models for the
homogeneous initiation and growth of voids have only
received scant attention in the literature. In one mecha-
nism, proposed by Stevens et al. [14], the void is a sink
for dislocations. A second mechanism, proposed by Meyers
and Aimone [15], consists of intersecting dislocations
diverging from a point. Both mechanisms are physically
implausible. There is also a vague mention to dislocations
in Broek [16], without any specific model being proposed.
To treat porosity and plasticity in radiation-damaged
materials, Wolfer [17] proposed void growth by emission
of prismatic loops, and this mechanism has been adopted
by others [18]. In 2004, Lubarda et al. [19] postulated that
voids grew by the emission of both prismatic and shear
loops, in analogy with the Ashby [20,21] mechanism for
the generation of geometrically necessary dislocations in
the deformation of plastically inhomogeneous materials.
This mechanism has been supported by recent molecular
dynamics calculations [22,23] on the [0 0 1] tensile direction,
and this model [19] fits the simulation results extremely
well. Marian et al. [24,25] carried out quasi-continuum
(QC) calculations which showed the formation of shear
loops in aluminum subjected to simple shear, with loops
emerging from a void surface (Figs. 2 and 4 from Ref.
[25]). Dávila et al. [26] demonstrated, using molecular
dynamics (MD) simulations, that the emission of loops was
responsible for the collapse of voids. The MD simulations
of Zhu et al. [27] showed that shear loops are the principal
agents for void growth during release of a shocked Al sam-
ple. The QC analysis by Marian et al. [24,25] was extended
to a body-centered cubic (bcc) metal (Ta) recently [28],
essentially confirming the generation of loops at the surface
of an expanding void. There have also been a number of
MD efforts modeling the growth of voids, focusing on
details other than dislocation activity [29–34]. Rudd [35]
observed, in detailed MD calculations, the formation of
loops in both face-centered cubic (fcc) and bcc metals.
Zhao et al. [36] modeled a monocrystal with cylindrical
voids and observed the emission of shear loops.

The postulation and observation of loops forming
around rigid particles in metals subjected to plastic defor-
mation is not new. For the case of plastic deformation of
metals containing rigid particles, a problem somewhat akin
to the growth of voids, Seitz [37] and Brown [38] postulated
prismatic loops forming at the interface between a rigid
particle and matrix. In related work, Ashby [20,21] dis-
cussed both shear and prismatic loops observed by trans-
mission electron microscopy. Hirsch [39] assumed that
shear loops formed first and underwent a double cross slip
process in the process of traversing a rigid particle, leaving
behind a prismatic loop. He observed arrays of these loops
in copper. In a later paper [40] (Fig. 15, loop marked A) he
shows a shear loop very similar to one of our MD observa-
tions. Table 1 of Ref. [40] analyzes the various possibilities,
and includes shear loops. There are related simulation,
models and experimental results which also point towards
void plasticity mechanisms involving shear loops. Silcox
and Hirsch [41] analyzed the dislocations that form the
boundaries of stacking fault tetrahedra in gold. These tet-
rahedra had sizes of approximately 35 nm. Later, Humph-
reys and Hirsch [42] analyzed copper containing small
alumina particles and observed the formation of prismatic
loops by a cross-slip mechanism. This study involved pri-
marily the interaction of existing dislocations with rigid
particles. More recently, Uberuaga et al. [43] observed
the direct transformation of vacancy voids to stacking fault
tetrahedra by molecular dynamics.

The goals of the current investigation are (i) to establish
the effect of loading orientation on the formation of dislo-
cations responsible to grow the void, (ii) to determine the
minimum pre-existing void size around which dislocations
nucleate and promote growth, and (iii) to ascertain the role
of grain boundaries as favorable nucleation sites in poly-
crystals, as recently shown [19,23,34], and as discussed in
simulations of fracture of polycrystalline samples [44–46].

2. Computational methods

The molecular dynamics LAMMPS (large-scale atomic/
molecular massively parallel simulator) [47] code was used
in this investigation. For the fcc copper structure, the
embedded atom method (EAM) potential [48] by Mishin
et al. [49] was used. The number of atoms was varied from
104 to 107, and calculations were performed on parallel PCs



Fig. 1. Schematic showing traces of two slip planes intersecting a void at
45�. The loading axis ([1 1 0]) is marked by arrows.
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and on supercomputers at the San Diego and Texas Super
Computer Centers.

The single crystal copper domain was a cube with a
spherical void at the center. Periodic boundaries were
applied in all directions. The different domains were sub-
jected to uniaxial strain along [1 0 0], [1 1 0] and [1 1 1].
All simulations for monocrystals were done at an initial
temperature of 150 K and strain rate of 108 s�1 for times
up to 2 ns, corresponding to 20% volume strain. For the
polycrystals, they were carried out at a strain rate of
109 s�1 and an initial temperature of 5 K. All samples were
equilibrated to reach zero pressure and the desired initial
temperature. Loading was carried out without any temper-
ature control, to capture temperature effects related to plas-
ticity. Visualization of stacking faults, partial dislocations
and free surfaces was conducted with a filter using the cen-
trosymmetry parameter [50].

3. Results and discussion

This section is divided into three parts: effect of loading
orientation; effect of void size; and void initiation in
poly(nano)crystalline metals.

3.1. Effect of loading orientation on dislocation evolution

The calculations were performed for voids with 2 nm
radius and three orientations of the tensile axis: [1 0 0],
[1 1 0] and [1 1 1]. These are the corners of the stereo-
graphic triangle. They have the following number of slip
systems with highest Schmid factor:
[1 0 0]
 eight slip systems

[1 1 0]
 four slip systems

[1 1 1]
 six slip systems.
Loops emission occurs, as postulated by Lubarda et al.
[19], from the line corresponding to the intersection of
the slip plane making an angle of 45� with the surface of
the void and the void surface. This orientation maximizes
the shear stress, as was shown by Lubarda et al. [19] and
Traiviratana et al. [22]. The traces of two slip planes are
illustrated in Fig. 1 for a [1 1 0] loading direction (marked
by arrows). The 45� angles with the surface are marked,
and they make an angle of 109.47�. The sequence of shear
loop initiation and expansion is demonstrated here for the
three loading orientations, [1 1 0], [1 0 0] and [1 1 1], in or-
der of complexity.

3.1.1. Load application direction [1 1 0]

This loading orientation provides the simplest disloca-
tion configuration. Fig. 2 shows the sequence of expansion
of a shear loop for [1 1 0] loading. Only the leading partial
dislocation is emitted during the computational time (lim-
ited by the domain size), and the (1 1 1) slip plane, as
expected, makes an angle of 45� with the surface of the
spherical void (radius = 2 nm). This angle is shown in
Fig. 2d. The expansion of the shear loop is shown in
Fig. 2b. The expansion of the loop proceeds as shown in
Fig. 2a–c. The loop does not detach itself from the void,
nor does it circumnavigate it. This “attachment” condition
is necessary to create the shear at a portion of the void sur-
face. Complete shear of the void would not produce its vol-
ume change. The loop acquires a heart shape (Fig. 2c). In
Fig. 2d a second loop is shown. For this direction of load-
ing, the application of Schmid equation predicts four slip
systems with highest Schmid factors (=0.408):

ð111Þ ! ½01�1�
! ½�1 01�

ð�1�11Þ ! ½0�1�1�
! ½1 01�

Fig. 2d shows that the two slip planes, (1 1 1) and ð�1�11Þ,
do indeed make an angle of 54.7� with the loading axis
(and an angle of 109.4� between them).

3.1.2. Load application direction [1 0 0]

For this orientation (sequence shown in Fig. 3), a coop-
erative growth of partial dislocation loops is observed. The
reactions were analyzed in detail by Traiviratana et al. [22]
and will therefore not be reproduced here. There are eight
systems with the highest Schmid factor of 0.408. A biplanar
shear loop emerges from the surface of the void, on planes
ð1�1�1Þ and ð�1�1�1Þ, marked in Fig. 3b. These planes and the
respective h1 1 0i define the maximum Schmid factor orien-
tations. The two leading partial dislocations advance, mov-
ing away from the void. The trailing partials are
subsequently formed. At the intersection of ð1�1�1Þ and
ð�1�1�1Þ, the dislocation formed by the reaction of the leading
partials a

6
½�1�21� � a

6
½�1�12� ) a

6
½0�1�1�

� �
is sessile. It is can-

celled by the one forming by the reaction of the trailing



Fig. 2. Sequence of shear loop nucleation and growth for the [1 1 0] loading direction. Note the directions and planes in (d) as well as the second loop
forming (the loading direction is perpendicular to plane of paper for (a–c), and is marked in (d)). Only non-fcc atoms are shown, thanks to a
centrosymmetry parameter [50] filter. Atoms in the stacking fault are light blue.
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partials a
6
½1�12� � a

6
½1�21� ) a

6
½01 1�

� �
, also sessile. Upon

further loading, additional loops form on other planes
(Fig. 3c and d).

3.1.3. Load application direction [1 1 1]

The growth sequence is shown in Fig. 4. Similar to
[1 1 0] and [1 0 0], the loading axis is perpendicular to the
plane of the paper. One loop is initially generated, closely
followed by two loops on different planes. The leading par-
tials connect at the intersection of the planes, forming a tri-
planar loop. As the shear loops expand by the glide of the
leading partial dislocations, the trailing partials form the
network shown in Fig. 4c.

Fig. 5a shows the schematic of the three slip planes with
the leading and trailing partial dislocations as well as the
stacking faults shown. A more detailed MD view of the
expansion of the triplanar loops, shaped like a parachute,
is seen in Fig. 5b. The three slip planes are ð1�1�1Þ; ð�1�11Þ
and ð�11�1Þ, and the slip directions within each plane are
indicated. Thus, the three slip planes are simultaneously
and cooperatively activated. The fact that the trailing par-
tials nucleate at the intersection of the planes suggests that
this is an energetically favorable point. Schmid factor
computations predict the following six slip systems with
the highest Schmid factors (=0.272) involving the three
planes:

ð�11�1Þ ! ½011�
! ½�1�10�

ð�1�11Þ ! ½011�
! ½101�

ð1�1�1Þ ! ½101�
! ½�1�10�



Fig. 3. Sequence of loop nucleation and growth for loading along [1 0 0] (the loading direction is perpendicular to plane of paper). Note the two loops
forming on (1 1 1) and ð�1�1�1Þ, reacting and forming a biplanar loop.
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The evolution of the dislocation configuration is ana-
lyzed in detail here. First, a small loop is nucleated on
the surface of the void and glides along ð�1�11Þ (Fig. 6a).
When the ð�1�11Þ intersects the ð�11�1Þ and ð1�1�1Þ positioned
such that they make 45� with the void surface, these planes
give rise to two partials. In Fig. 6b the dislocations are rep-
resented in the three ð�11�1Þ; ð�1�11Þ and ð1�1�1Þ planes, which
are projected on a single surface for clarity. Four of the six
slip systems are represented by the three planes and two
intersections in Fig. 6:

ð�11�1Þ½011�

ð�1�11Þ½011�

ð�1�11Þ½101�

ð1�1�1Þ½101�
The intersection of ð�11�1Þ and ð�1�11Þ is [0 1 1]; that of
ð�1�11Þ and ð1�1�1Þ is [1 0 1]. Fig. 6b shows the leading par-
tials only, whereas Fig. 6c shows the configuration after
the trailing partials were emitted. In the middle plane,
ð�1�11Þ, the Burgers vector of the partial dislocation is
inferred to be bp1 = a/6[1 1 2]. The perfect dislocations
[1 0 1] and [0 1 1], with Burgers vectors aligned with the
intersections of the planes, can be decomposed into partials
in ð�1�11Þ along the following reactions, shown in Fig. 6b:

a=2½101� ! bp1 þ b0p2 ! a=6½112� þ a=6½2�11�
a=2½011� ! bp1 þ bp2 ! a=6½112� þ a=6½�121�

In ð�1 1�1Þ and ð1�1�1Þ, the leading partials are, respectively,
bp5 = a/6[1 2 1] and bp3 = a/6[2 1 1]. The perfect disloca-
tions in these two planes with Burgers vectors along the
intersection with ð�1�11Þ decompose into partials as:



Fig. 4. Sequence of loop nucleation and growth for loading along [1 1 1] (the loading direction perpendicular to the plane of paper). Note the formation of
loops on three planes in (b).
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a=2½011� ! a=6½121� þ a=6½�112� ð1Þ
a=2½101� ! a=6½211� þ a=6½1�12� ð2Þ

The trailing dislocations on ð�1�11Þ are bp2 ¼ ½�121� on the
left-hand side and b0p2 ¼ a=6½2�11� on the right-hand side.
This is a unique configuration that will be discussed later.
The leading and trailing partials react at the intersection
of the slip planes. In an identical manner to the biplanar
loop analysis [22], we need to incorporate the direction of
the dislocation line into the analysis. We assume a clock-
wise line orientation for both cases. For ð�1�11Þ and ð1�1�1Þ
the Burgers vectors of the reaction products of the leading
and trailing dislocations are, respectively:

brl ¼ bp1 þ bp3 ¼ a=6½1 12� þ ð�Þa=6½2 11� ¼ a=6½�1 01� ð3Þ
brt ¼ b0p2 þ bp4 ¼ a=6½2�11� þ ð�Þa=6½1�12� ¼ a=6½10�1� ð4Þ
brl and brt are sessile dislocations. The (�) sign is used to
account for the opposite sense in the dislocation lines at
the intersection (using the right hand/finish start, or
RHFS, convention). The energy of a dislocation is given
by �Gb2/2. The energy criterion states that a dislocation
reaction should lead to lower energy configuration and
provides:

a2

6
þ a2

6
¼ a2

3
>

a2

18

Thus, the reaction is energetically favorable. The trailing
reaction product brt and the leading reaction product brl

react:

brl þ brt ¼ a=6½�101� þ a=6½1 0�1� ¼ 0



Fig. 5. Plane and directions labeled for the [1 1 1] loading direction: (a)
schematic illustration and (b) MD simulation.

Fig. 6. Planar representation of dislocation activity on three ð1�1�1Þ; ð�1�11Þ
and ð�11�1Þ planes: (a) leading partial emitted in ð�1�11Þ; (b) leading partials
along three planes; (c) leading and trailing partials emitted; (d) advanced
configuration showing constriction along the [0 1 1] and [1 0 1] intersec-
tions and anchoring of trailing partials at the void surface (point C).
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Thus, the two dislocations cancel each other and the
perfect lattice is recomposed.

For ð�1�11Þ and ð�11�1Þ:
brl ¼ bp1 þ bp5 ¼ a=6½112� þ ð�Þa=6½121� ¼ a=6½0�11�
brt ¼ bp2 þ bp6 ¼ a=6½�121� þ ð�Þa=6½�112� ¼ a=6½01�1�

These are also sessile dislocations. The reactions are sim-
ilarly energetically favorable. The trailing and leading reac-
tion products, on their turn, generate:

brl þ brt ¼ a=6½0�11� þ a=6½01�1� ¼ 0

Similarly to the right-hand side, the two sessile disloca-
tions cancel each other. An important question is: will bp2

and b0p2 react? If they react, the resulting dislocation could
detach from the void surface.

bp2 þ b0p2 ¼ a=6½�121� þ ð�Þa=6½2�11� ¼ a=2½�110�

This will entail an increase in energy, since:

a2

6
þ a2

6
<

a2

2

There is another aspect: a perfect dislocation traveling
through a faulted region would not bring it back to the per-
fect lattice. All of this precludes the reaction, thus the trail-
ing partials remain attached to the surface of the void. This
has an important bearing on the expansion of the void. The
situation depicted in Figs. 5 and 6 is quite unique, because
one single leading partial dislocation is followed by two
complementary partials, one on each side. This enables slip
on two directions but on a single plane, an apparent
paradox.

3.1.4. Stresses at the onset of growth

Fig. 7 shows the mean and von Mises stresses as a func-
tion of tensile strain for samples with 0.4% porosity
(�7 � 105 atoms). The von Mises stresses vary linearly with



Fig. 7. Effect of void orientation on the strain–stress evolution: (a)
hydrostatic (mean) stresses and (b) von Mises stresses.
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strain until the maximum, and the slopes follow the rela-
tionship between elastic constants:

E½1 0 0� < E½1 1 0� < E½1 1 1�

The experimental values of the elastic constants for cop-
per give: E[100] = 66 GPa, E[110] = 130 GPa, E[111] =
191 GPa. Using the values for the elastic constants of the
Mishin potential [49], one obtains: E[100] = 67 GPa,
E[110] = 131 GPa, E[111] = 193 GPa. Thus, the values are
very close. The values derived from Fig. 7(b) are �15–
25% smaller due to the presence of the void.

The mean stresses follow approximately the same trajec-
tory for the three orientations. The von Mises stress
(Fig. 7b) shows differences near the maximum. This defines
the strain at which plasticity begins. As can be seen, [1 0 0]
yields at a strain of �6%, while the other two orientations
yield at a strain of �3.5%. We find von Mises stresses of
2.8, 3.8 and 4.75 GPa for loading along [1 0 0], [1 1 0]
and [1 1 1] respectively. The lower yield stress for [1 0 0]
is connected to the greater availability of slip systems
(eight) with the highest Schmid factor (0.408), in compari-
son with four systems with a Schmid factor of 0.408 for
[1 1 0] and six systems with a Schmid factor of 0.272 for
[1 1 1]. Minich et al. [51] found a higher spall strength
(inferred from VISAR pullback signals) for [1 0 0] mono-
crystals, in comparison with [1 1 0] and [1 1 1], which had
approximately the same value. Thus, our current results
contrast with macroscopic measurements. This could be
related to different types of pre-existing defects in single
crystal samples, which are not included in MD simulations.
Luo et al. [52] have recently shown loading orientation
effects in spall strength of single crystal Cu under shock
and release conditions, using MD simulations. In their
work the spall strength values near room temperature are
15.9, 15 and 16.6 GPa for loading along [1 0 0], [1 1 0]
and [1 1 1] respectively, and strain rates around 1010 s�1.
The different ordering of the “strength” for different load-
ing orientations compared to our results could be due to
strain rate effects.

3.1.5. Growth and faceting of voids

Fig. 8 shows the growth of voids with initial radii of
2 nm under uniaxial strain loading, similarly to the voids
shown in Sections 3.1.1–3.1.3. The strain rate was
108 s�1. Stacking faults emitted from the void surfaces
are seen for the three loading orientations. Faceting is
strongest for [0 0 1] loading, and less pronounced for the
other directions. Nevertheless, the voids lose their spheric-
ity at fairly low deformation. This is corroborated by
experimental results as discussed by Meyers et al. [23]. This
faceting was previously observed and quantified by Seppälä
et al. [31].

3.1.6. Dislocation velocities
One can extract dislocation velocities from the expan-

sion of voids. This is of special interest since the existence
of three regimes of dislocation velocities, subsonic, tran-
sonic and supersonic, has been a subject of conjuncture
for close to 60 years, all the way back since the early work
of Frank [53] and Eshelby [54], expanded by Weertman
[55,56]. Gumbsch and Gao [57] carried out MD simula-
tions in tungsten that showed the possibility of the three
regimes. Tsuzuki et al. [58] obtained the three regimes of
dislocation velocity (subsonic, transonic and supersonic)
in copper using a Mishin potential [49]. MD simulations
by Dávila et al. [26] of copper under shock compression
also point to the existence of partial dislocation loops
expanding at velocities exceeding the shear wave speed.
This is illustrated in Fig. 9. In these simulations a shock
wave was sent along [0 0 1] in Cu, represented by a Mishin
potential [49], in a sample with 13.5 million atoms
(�54 � 54 � 54 nm3), with a void of 2 nm radius at its cen-
ter. The presence of the void allowed nucleation of disloca-
tions well below the HEL of this sample (Psh � 32 GPa). At
relatively low shock pressures (P = 8.4 GPa) the disloca-
tion velocity is much lower than the bulk sound velocity
(�0.3C0). This velocity agrees with the results by Rudd
[35] on dislocation velocity for a void in Cu under hydro-
static tension, at a fixed strain rate. At the higher pressure
shock simulations by Dávila et al. [26], 21 GPa, the velocity
of the partial loops (4.4 km s�1) is considerably higher than



Fig. 8. Void growth and faceting for three loading orientations: [1 0 0], [1 1 0] and [1 1 1]. The time evolution is shown from left to right. Pink atoms are
lattice atoms with high CSP; light blue atoms are stacking faults; green and red atoms are on the surface of void. A small slab with the plane perpendicular
to the loading direction was taken. Strains: 4.8%, 5.2%, 6.1% for [1 0 0]; 3.4%, 4.4%, 5.3% for [1 1 0]; 3.4%, 3.9%, 6.8% for [1 1 1].

Fig. 9. Velocities of dislocations (expressed as a fraction of the bulk sound
velocity, C0) emanating from a collapsing void in a Cu specimen subjected
to two shock pressures, 8.4 and 21 GPa (data from Dávila et al. [26]), and
for an expanding void at P � 5 GPa.
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the shear wave velocity (2.32 km s�1) and even higher that
the bulk sound velocity (�4 km s�1). The current simula-
tions, also included in the plot, show void expansion veloc-
ities of 0.25C0 for the loading along [1 1 1] and 0.23C0 for
loading along [1 0 0]. We do note that the longitudinal
sound velocities are approximately 4.2, 5 and 5.2 km s�1
along [0 0 1], [0 1 1] and [1 1 1] at zero pressure [59]. The
dislocation velocity of �4.4 km s�1 at a shock pressure of
21 GPa extracted from the data by Dávila et al. [26] corre-
sponds to dislocation motion in the second transonic
regime as presented by Tsuzuki et al. [58].

3.2. Void size effects

In order to investigate the applicability of the shear loop
emission mechanism beyond the range of void sizes studied
earlier [22,23], which had a minimum radius of 0.3 nm (13
vacancies), the initial void radius was decreased sequen-
tially until a minimum of one vacancy (�0.1 nm). It is well
known that metals have vacancies in equilibrium, because
of the configurational entropy. A significant fraction of
these vacancies exist as complexes (di, trivacancies, etc.).
Thus, one would expect that they can act as nucleation sites
for voids, in the absence of other defects, such as second-
phase particles and grain boundaries.

Indeed, this is corroborated by the computations shown
in Fig. 10. Fig. 10a shows the generation of partial loops
(stacking faults bounded by a partial dislocation) in the
absence of a void, by homogeneous nucleation as occurs
in shock loading [60]. For the smallest void, containing
only one vacancy, the loops still nucleate homogeneously
in the box, independently of the void (Fig. 10b). For a



Fig. 10. Dislocation loop generation in the deformation of the sample
with voids having radii of: (a) 0 nm (no vacancy), (b) 0.1 nm (one vacancy)
and (c) 0.15 nm (two vacancies).

Fig. 11. Evolution of shear loops with increasing time for voids with (a)
two (0.15 nm) and (b) four vacancies (0.2 nm). Loading direction: [1 0 0].
Note the trailing partial emission in (a-2) and (b-3) (arrows).
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slightly larger void radius, 0.15 nm, containing two vacan-
cies, the shear loop nucleates at this vacancy complex
(Fig. 10c). The sequences of shear loop nucleation at
increasing times for void radii of 0.15 (two vacancies)
and 0.2 nm (four vacancies) are shown in Fig. 11a and b,
respectively. Loops form sequentially as the voids grow.
The trailing partials are also formed and can be seen
(arrows) in Fig. 11a-2 and b-3. In all cases the extremities
of the dislocations remain attached to the void surface,
and therefore no prismatic loops are observed. In
Fig. 11a-3 and 4 the partial loops completely surround
the voids.

The effect of void size on the stress required for loop
emission was determined and compared to the analytical
predictions of Lubarda et al. [19]. This analysis is two-
dimensional and assumes a plane strain with far field stres-
ses rxx = ryy. The corresponding von Mises stresses were
calculated assuming a dislocation core radius equal to the
Burgers vector b (q = 1). For the MD computation, the
von Mises stress was calculated from the state of uniaxial
strain. The results are shown in Fig. 12, in which the nor-
malized von Mises stress (rVM divided by shear modulus
G) is plotted against the normalized void radius (R divided



Fig. 12. Normalized von Mises stress for dislocation loop emission as a
function of normalized void radius according to analytical model of
Lubarda et al. [19] and from our molecular dynamics simulations using
G = 48 GPa and b = 0.255 nm. MD calculations predict a maximum value
of rvM/G = 0.12 whereas the model breaks down for R/b < 1. The region
where homogeneous nucleation of dislocation loops occurs is marked
“HN”.
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by the Burgers vector b). The Lubarda et al. [19] analysis
compares well with the MD predictions for R/b > 1, i.e.
for a void radius larger than the dislocation core radius.
As expected, the model fails as the radius of the void goes
to zero, and the stress calculated analytically goes to infin-
ity. MD results approach the theoretical stress for homoge-
neous loop nucleation HN as R approaches zero.

An important question is: how does the detailed config-
uration of void surface affect the generation of defects? The
surfaces of voids generated by MD were imaged and
Fig. 13 shows their structures for different radii. Two
observations can be made:

1. The sphericity of void diminishes as the void radius is
decreased. For R = 11 nm (Fig. 13a), the void is fairly
spherical; for R = 0.5 nm (Fig. 13e), it is clearly faceted.
This deviation is even more pronounced if we look at the
voids with radii R = 0.3, 0.2, 0.15 nm, formed by a few
vacancies (Figs. 10 and 11). These voids are no longer
spherical.

2. The surface atoms form steps that are one atomic size
high. These can be seen as circles in Fig. 13a and b.
The vector emanating from the center of the void and
perpendicular to the plane of the paper is h1 0 0i. The
four other circle centers in Fig. 13a corresponds to the
four h1 1 1i directions. These act as centers of circles
with blue1 atoms. They correspond to the steps.

In Fig. 13b, by virtue of the decrease in void size to
R = 5 nm, the four lateral circles become hexagons (due
to the symmetry of the {1 1 1} planes) while the central
1 For interpretation of color in Figs. 2, 8, 13, 15, and 18, the reader is
referred to the web version of this article.
one becomes a square (due to the symmetry of the
{1 0 0} planes). This effect accentuates itself as the void size
decreases and the faceting leads to the classic “soccer ball”
hexagon-square pattern. Fig. 13f shows the positions of the
four {1 1 1} planes and h1 0 0i directions.

The steps along the surface have also been called ledges
in the earlier literature and they are known to be favored
sites for dislocation nucleation. Indeed, Li [61] was the first
to point out their possible importance in the generation of
dislocations. Murr [62] has an extensive treatment on
ledges forming along grain boundaries. Ledges are also
known to form at the interfaces of precipitates and matrix,
as was demonstrated by Weatherly [63]. Thus, these ledges
are thought to have a significant effect on the generation of
dislocations, an effect not heretofore considered.

We are not aware of any discussion in the literature
about steps on the void surface influencing dislocation
nucleation during void growth, even when faceting was evi-
dent [24,31]. For cylindrical nanopillars, surface steps have
been shown to control dislocation nucleation [64]. How-
ever, for “spherical” voids, the surface steps are only 1–
2 a0 long above R � 2 nm, and therefore this effect would
not necessarily influence nucleation as much as in nanopil-
lars, except for the fact that stress concentration is the lead-
ing cause for nucleation at the void surface.

Because our void surfaces do not contain the long edges
of typical surface steps, or nanowires, we would benefit
from studies of nucleation from nanoislands. Relatively lit-
tle research exists in this area. The equilibrium shape and
dislocation nucleation in strained epitaxial nanoislands dis-
cussed by Jalkanen et al. [65] considers only a particularly
simple Lennard–Jones system. Note that islands in hetero-
epitaxial systems would be quite different due to strain gra-
dients at the interface caused by the island and substrate
being different materials.

It can be concluded that these surface steps can have an
effect on the nucleation of dislocation loops. This effect has
not been investigated in this context before.

3.3. Polycrystallinity effects

In order to investigate the effect of grain boundaries on
void nucleation, Voronoi tesselation was used to generate a
nanocrystalline structure with �15 nm grain size. This
grain size is located slightly above the Hall–Petch maxi-
mum and therefore most of the plastic activity is due to dis-
locations and not to grain boundary (GB) effects [58].
Results for plasticity induced by a pre-existing void at a
single GB were presented by Traiviratana et al. [27], where
emission of dislocations attached to the void surface lead to
void growth and a region of significant plasticity around
the void. Preliminary qualitative results for void nucleation
in a nanocrystal under uniaxial tension were presented by
Meyers et al. [66], who showed that for a nanocrystal under
uniaxial tension several voids can nucleate and eventually
coalesce, accompanied by plasticity. Rudd and Belak [29]
also observed the formation of voids in nanocrystalline



Fig. 13. Initial unrelaxed void surfaces colored according to a centrosymmetry parameter for: (a) R = 11 nm, (b) R = 5 nm, (c) R = 2 nm, (d) R = 1 nm
and (e) R = 0.5 nm; (f) schematic of planes.
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Cu, �10 nm grain size, nucleated at GB junctions and
growing along those GB, and commented on dislocation
emission from the grain boundaries and void surfaces.
Dongare et al. [44] have also shown void nucleation in a
nanocrystal. They used 6 nm grains, where plastic activity
would be dominated by GB sliding and emission of partial
loops (e.g. [66]), and their initial simulation temperature is
�270 K, reaching more than 400 K at 15% strain. For uni-
axial tension, they observe emission of partial dislocations
from GB at �6% strain, and nucleation of a single void at a
mean stress �10 GPa and von Mises stress �1 GPa,
slightly below 9% strain.

The hierarchy of void initiation sites is most clearly
revealed in dynamic tensile straining (spalling) experi-
ments, which produce strain rates on the order of 106 s�1
and higher. In these experiments, the uniaxial strain state
inhibits necking and the tensile instability responsible for
the rupture fracture of aluminum observed by Chin et al.
[2]. The flow stress is also raised by virtue of the effect of
strain rate on the thermally activated dislocation motion.
Thus, grain-boundary nucleation of voids becomes a prom-
inent feature in polycrystalline fcc metals, as has been
widely documented in the literature. A corollary of this is
the interesting finding that polycrystalline copper exhibited
a lower spall strength than monocrystalline copper. This
was attributed to the existence of nucleation sites at grain
boundaries in the polycrystals by Christy et al. [68] and
Kanel et al. [69]. Meyers [70] also discusses this and
provides an interpretation based on the greater availability
of nucleation sites in the polycrystals. It should be
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mentioned that, in the case of brittle particles bonded with
the matrix, the stresses required for void formation
increase with decreasing size, in a Hall–Petch-type manner.

For copper, the spall strength at high strain rates is on
the order of few GPa, which is somewhat lower than the
values predicted by MD [52]. In gas-gun experiments, the
times at the tensile pulse are on the order of 10�6 s [72].
Schneider [73] reported a value of 5 GPa in laser compres-
sion experiments, in which the time was on the order of
nanoseconds. Both values are considerably higher than
the ones reported for gas-gun experiments [71].

The stresses required for growth of voids are indeed in
the GPa range, according to the calculations. Armstrong
[74] discusses this in the context of void initiation at the
particle–matrix interface, and the Ritchie–Knott–Rice
model [75] for ductile failure is based on the opening up
of voids at spacings determined by second-phase particles.

3.3.1. Uniaxial strain loading

Figs. 14a–d show the evolution of voids in the nanocrys-
talline Cu specimen subjected to tension in uniaxial strain.
Fig. 14. Void initiation and propagation in nanocrystalline metal during uniaxi
surfaces are shown. Strains are: (a) 6.5%; (b) 7%; (c) 7.3%; (d) 8%. Voids
coalescence events from (a) to (b), and from (c) to (d).
The direction of loading is shown in Fig. 14a. Only the
atoms on the surface of the voids are imaged. It can be seen
that the voids, which are initially equiaxed, evolve by coa-
lescence and develop elongated “sausage”-like shapes, as
opposed to the more spherical shape seen for smaller grain
size by Dongare et al. [44]. Cuts were made parallel to the
tensile Z-axis and the sequence is shown in Fig. 15. As the
stress is increased, partial dislocations and full dislocations
are emitted from the grain boundaries. This is shown by
light blue lines traversing the grains and is the classic mech-
anism of plastic deformation first identified by Van
Swygenhoven and Caro [76] and later by others (e.g. [77–
79]). One can see the advance of the leading and trailing
partials in the bottom right-hand side of Fig. 15a and b,
indicating full dislocation emission. The emission of dislo-
cation loops from the grain boundaries leads to the nucle-
ation of a void (marked by an arrow in Fig 15b). Upon
increased loading, this void grows, while other two disloca-
tions nucleate along the same boundary (Fig. 15c). In
Fig. 15d two voids have already coalesced and there is a lig-
ament separating the third, which is already ruptured in
al strain loading (the traction direction is marked in (a)); only atoms at free
form at grain boundaries and grow preferentially along them. Note the



Fig. 15. Slices (a0 thick) of the nanocrystalline sample under uniaxial tension. Strains are: 6%, 6.5%, 7%, 7.2%, 7.3% and 8%. Lattice atoms: blue; void
surface atoms: red/green; stacking faults, partial dislocations and twin boundary atoms: light blue. Stacking faults show as two planes of atoms while twin
boundaries show as a single atomic plane. (a) Emission of partial dislocations from GBs; (b) void nucleation (marked by an arrow); (c) three voids
nucleated at a grain boundary; (d) coalescence of voids; (e and f) void opening by continued dislocation emission at its extremities. A few twin boundaries
are seen in frames (c) and (d).
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Fig. 15e. It is interesting to notice that the breaking of these
ligaments does not require significant dislocation emission
but takes place primarily by elastic stress release. In
Fig. 15f the void has an elongated appearance, and its fur-
ther growth is occurring at the left-hand side by profuse
dislocation emission, in a mode akin to Rice’s [80] mecha-
nism for crack growth and observed for crack evolution in
nanocrystalline metals [45,46,52]. This process was also
modeled by Zhu et al. [81], who showed that curved loops
form at the crack tip. This is a classical problem in fracture
mechanics: the blunting of the crack tip is produced by
shear (semi-) loop emission, which carries the material
and opens up the space between by crack faces. There
has been considerable experimental research on the growth
and blunting of cracks. Jagannadham et al. [82] showed
that dislocation emission from the surface of the crack cre-
ates ledge steps that blunt the crack. Vecchio and Hertz-
berg [83] proposed that in pure metals voids initiate and
grow along dislocation cell walls formed during plastic
deformation. In situ transmission electron microscopy
was also conducted by Wilsdorf and co-workers [84–86].
However, this work failed to reveal the detailed nature of
void growth.

The stress components, mean stress (pressure) and von
Mises stress are plotted as functions of distension in
Fig. 16. The uniaxial stress, rzz, is similar to that found
for 12 nm nanocrystalline Ni [36] using stress-free condi-
tions perpendicular to loading. However, there are several



Fig. 16. Average stresses vs. strain for uniaxial strain loading of a
nanocrystalline specimen; (a) six stress components; (b) hydrostatic stress;
(c) von Mises stress.

Fig. 17. Void initiation and propagation in nanocrystalline copper in
hydrostatic loading; only atoms on the void surfaces are visible. Strains:
(a) 3.5%; (b) 3.58%; (c) 3.66%; (d) 4%. Voids form at grain boundaries and
grow preferentially along them. At the end of our simulation, there is only
a single void when one considers periodic simulation boundaries. Note the
coalescence event from (a) to (b) and from (c) to (d).
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differences with the single-crystal results presented in
Fig. 7, and with the 6 nm nanocrystalline Cu results of
Dongare et al. [44]. Linearity in the nanocrystalline case
is lost earlier than in the monocrystalline case because of
GB sliding and later (4.7% strain) dislocations emitted
from the GBs. The void nucleates and starts growing at
�5.9% strain, at a von Mises stress of �2.3 GPa = 0.05G.
This relatively low value is expected due to the existence
of grain-boundary and triple-point sites. This stress can
be compared to the von Mises stress for void growth of
the smallest void considered in the previous section, which
was �0.12G. This value is roughly equivalent to the von
Mises stress for void growth for an �4 nm radius void in
a single crystal loaded along [0 0 1]. There could many rea-
sons why the stress found here is higher than that found in
Ref. [44]; for instance, Dongare et al. used a different EAM
potential, the Voter–Chen Cu potential [67]. In addition, it
would be expected that, for a given set of grain orienta-
tions, the “weakest” GB would fail first. Given computa-
tional constrains for simulations with large grains (15 nm
grains), we have fewer grains than [44] (6 nm grains), and
therefore our set of GBs might not include some of the
weakest GB types. Simulations with �108 atoms would
be needed to include a large number of GBs and to obtain
a better estimate for the von Mises stress for void nucle-
ation. Despite this caveat, we have enough GBs to capture
the general behavior of large grains. Because dislocation
activity is much more likely than in small grains, (i) the
stress drop after void nucleation is not precipitous, as seen
in Fig. 7 and Ref. [44]; (ii) dislocation activity, including
twin formation, continues without the need to form an
amorphous plastically deformed region around the void;
and (iii) other voids are nucleated along the same GB
and eventually coalesce.

3.3.2. Hydrostatic loading

The hydrostatic expansion of the nanocrystalline sample
was also modeled. Fig. 17a–d shows the evolution of voids
in the nanocrystalline Cu specimen subjected to hydrostatic
strain. As in Fig. 14, only the atoms on the surface of the
voids are imaged. Multiple voids nucleate under loading,
and their evolution is analogous to the one in uniaxial
strain loading. Voids appear at lower strains, around
3.5% vs. 6%, and end up coalescing into a single large void.
However, volumetric strain at nucleation for hydrostatic
loading is larger than for uniaxial loading. Cuts were made
parallel to the tensile Z-axis and the sequence is shown in
Fig. 18, which shows the sequence of events for strains of
3.58%, 3.6%, 3.61%, 3.66%, 3.78% and 4.66%. Fig. 18a
shows one dislocation emitted from a boundary. It is
marked by an arrow. At the approximate position where
the dislocation originated, two voids start to form in
Fig. 18b. The ligament between voids is broken (Fig. 18c
and d) and a new void is nucleated along the same GB.
The nucleation of an additional void is shown in
Fig. 18e, which also joins the main void by the last frame
shown here (Fig. 18f). Note the nucleation and later closure



Fig. 18. Slices (a0 thick) of the nanocrystalline sample under hydrostatic tension. Strains are: 3.58%, 3.6%, 3.61%, 3.66%, 3.78% and 4.66%. Lattice atoms:
blue; void surface atoms: red/green; stacking faults, partial dislocations and twin boundary atoms: light blue. Stacking faults show as two planes of atoms,
while twin boundaries show as a single atomic plane. (a) Emission of partial dislocations from GBs; (b) void nucleation (marked by an arrow); (c and d)
continued void growth along grain boundary, with void nucleation marked by an arrow; (e and f) void opening by continued dislocation emission at their
extremities, leading eventually to coalescence. A large number of twin boundaries are seen in the last frame.
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of a small void at a GB in the lower left corner (Fig. 18e,
arrow).

Thus, the process of void nucleation, growth and coales-
cence along the grain boundaries is similar to the one for
uniaxial strain loading. However, there are significant dif-
ferences in the stresses at which these events occur, as is
clear by comparing Figs. 16 and 19. First, the maximum
pressure is considerably higher for the hydrostatic loading
case: 12 GPa vs. 8 GPa. The von Mises stress, which repre-
sents an average of all the atoms in the computation box,
has quite different trajectories, as expected: it rises to
�3 GPa for uniaxial strain loading but only to �1.5 GPa
for the hydrostatic loading. The strains for the emission
of the first partial and for the initiation of voids are also
marked in Figs. 16c and 19c. In uniaxial strain, the first
void forms at a strain of �6%. For the hydrostatic case,
this strain is �3.5%.

3.3.3. Defect and temperature evolution

The formation of dislocations and the opening of voids
were quantified by computing the evolution of three
parameters: atoms on void surfaces, at the leading and



Fig. 19. Average stresses vs. strain for the hydrostatic loading of
nanocrystalline specimen: (a) six stress components; (b) hydrostatic stress;
(c) von Mises stress.
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trailing partial dislocation lines, and in the stacking faults.
These three parameters describe the evolution of damage
and plastic deformation very well, as can be seen from
Fig. 20, where the number of atoms in defects is plotted
vs. strain for both hydrostatic and uniaxial strain loading.
Partial dislocations, stacking faults and the free surfaces of
the voids were selected by CSP filtering. The number of
atoms in grain boundaries was assumed to be constant
and was subtracted. The number of atoms in partial dislo-
cations, Np, allows an approximate calculation of disloca-
tion density, q, through [87,88]:
Fig. 20. Percentage of defective atoms as a function of strain for uniaxial
strain (1-D) and hydrostatic (3-D) loading of a nanocrystalline specimen.
Surface atoms represent opening of voids; partials represent only atoms
along the leading and trailing dislocation lines; SF represents all atoms on
stacking fault ribbons.
q ¼ ð1=2ÞðNpdÞ=Volume

where d � 0.25 nm for Cu is the distance between atoms
along a dislocation line. The factor (1/2) takes into account
that there are two planes on each partial dislocation as seen
by CSP filtering, but only one dislocation line. For uniaxial
strain, final values are: q � 1013 cm�2. For hydrostatic
loading, q � 2 � 1013 cm�2, which is similar to the values
found in shocked single crystals [87,88,91] and nanocrystals
[89,90] during loading. Of course, dislocation densities in
recovered, unloaded, experimental samples are significantly
smaller, as expected [88,89].

Fig. 20 shows that the three parameters rise rapidly and
then reach a plateau. For hydrostatic loading, the critical
strain for dislocation emission and void opening is lower
than for uniaxial strain, as was seen earlier by comparing
Figs. 16 and 19. For the hydrostatic case, recovery domi-
nates after 4%, with the disappearance of stacking faults
and twin formation, but, starting at �5%, there is a combi-
nation of recovery and creation of new dislocations. The
Fig. 21. (a) Snapshot of a nanocrystalline specimen at 9% strain (uniaxial
strain), showing only atoms with “atomic temperature” T > 200 K, for a
temperature of 170 K for the whole sample; (b) plot of temperature vs.
strain for uniaxial strain (1-D) and hydrostatic (3-D) loading.
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increase in void volume continues during this recovery
stage. For the uniaxial strain case, recovery is less
prominent.

The presence of grain boundaries thus has a profound
effect on the generation of voids and on the stress at which
dislocation emission takes place, but does not affect the
basic picture where shear loop emission helps void growth
at grain sizes above the Hall–Petch maximum. The prefer-
ential propagation of failure along the grain boundaries
will lead to shallow dimples. Indeed, these shallow dimples
have been observed in nanocrystalline nickel [92,93].

The temperature evolution inside of the nanocrystalline
specimens as a function of plastic strain was estimated by
calculating an “effective” atomic temperature T for each
atom, assuming it to be proportional to its kinetic energy
(KE), KE = (3/2)kBT, where kB is the Boltzmann constant.
The highest T is reached around the voids. Fig. 21a shows
only atoms with “effective temperature” T > 200 K for a
temperature of 70 K for the whole sample subjected to uni-
axial strain loading to a plastic strain of 9%. This corre-
sponds, in Fig. 15, to a strain slightly higher than the one
in Fig. 15f. The different temperatures are coded with dif-
ferent colors. It is clear that the temperature distribution
is highly non-uniform and that the void surfaces are much
hotter than the regions far from them. This is a direct result
of the localized plastic deformation. Fig. 21b compares the
average temperature evolution for the uniaxial strain (1-D)
and hydrostatic tension (3-D) cases. As shown in Sections
3.3.1 and 3.3.2, the strain for the initiation of void forma-
tion is lower for the hydrostatic case, and this is reflected in
the plot. The temperature rises, which start at 3.5% and
6.5%, respectively, for the two cases, are consistent with
void initiation and growth. However, these average tem-
perature values do not reflect the situation in the sample
being deformed, and one can even envisage regions with
localized melting and amorphization, as in Ref. [44], where
the average temperature reached 400 K and an amorphous
region surrounded the deformed void.
4. Conclusions

1. The mechanism of void nucleation and growth by the
cooperative emission and expansion of dislocation
loops which nucleate at the void surface is confirmed
by our molecular dynamic simulations for three load-
ing orientations: [1 0 0], [1 1 0] and [1 1 1]. The
extremities of the loops remain attached to the void
surface, since their detachment would nullify the vol-
ume increase of the void. A complete loop is volume
invariant and produces only shear in the region
bounded by the dislocation.

2. Loop formation proceeds by the emission of a partial
dislocation at a slip plane oriented for maximum
shear stress. The loop configuration is dependent on
the orientation of the tensile axis, which dictates the
number and orientation of the slip systems with the
maximum Schmid factor. For [1 1 0] loading, only
monoplanar loops were observed; for [1 0 0], biplanar
loops were seen, and for [1 1 1], triplanar loops.

3. The mechanisms of reaction for triplanar loops are
analyzed and it is shown that the leading partial dis-
locations react along the intersecting slip planes, cre-
ating sessile dislocations. These are cancelled by the
trailing partial dislocations. It is shown that the trail-
ing partials have to remain attached to the void sur-
face to ensure slip along two directions on the same
plane – an apparent paradox.

4. While the calculations were carried out for a void
with 2 nm radius, the same mechanism operates for
larger and smaller voids, with radius as low as
0.15 nm (containing two vacancies). Convergent
vacancy diffusion is not required for void formation,
and the calculations presented here confirm a disloca-
tion-based mechanism for void growth consistent
with the shear loops postulated by Ashby [20,21]
for inhomogeneous plastic deformation, illustrated
by rigid inclusions.

5. The velocities of the leading partials were estimated
from the loop expansion and found to be of the order
of 1000 m s�1. These velocities are compared with the
ones extracted from earlier MD simulations on the
collapse of voids [26]. These latter results indicate
supersonic partial dislocations, if the stress is suffi-
ciently high. These results agree with those of Ger-
mann et al. [94], who found that the leading partials
could travel subsonically or supersonically, depend-
ing on the shock stress for shock propagation along
[1 0 0].

6. The nucleation of voids in a nanocrystalline sample
takes place along the grain boundaries. Voids grow
and coalesce along the boundaries, and less dislocation
emission is required since the opening loses its equi-
axed nature and becomes elongated, acting as a crack.

7. The initiation of voids in uniaxial strain and hydro-
static loading was compared and no significant differ-
ence was found in the mechanisms; however, the von
Mises stress evolution depends on the stress/strain
state. Void initiation occurs at significantly lower
strains for hydrostatic loading.

8. It is proposed that void initiation in metals takes
place in a hierarchy of sites, starting, at the lowest
stress level, with large inclusions and other imperfec-
tions such as the interface of dispersed phases, and
proceeding, at increasing stress levels, to grain
boundaries and grain junctions, and, at even higher
stresses, to larger vacancy complexes, and finally to
divacancies. It is also proposed that, for nanosized
voids and grain-boundary sites, dislocation loop
emission is the principal agent of outward matter
transport under most conditions.

9. Our simulations will hopefully help to calibrate mod-
els at larger scales [95–98], including finite element
model calculations of void growth/collapse.
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10. The voids are not perfect spheres but have steps that
have a height of approximately one lattice spacing.
As the void size decreases, the shape departs from
sphericity. The steps most likely have an effect
through the nucleation of shear loops, in a manner
akin to the nucleation of dislocations at grain-bound-
ary ledges, interfaces and free surface steps.
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