Shear localization in metallic materials at high strain rates

Na Yan, Zezhou Li, Yongbo Xu, Marc A. Meyers

ABSTRACT

Three factors govern adiabatic shear localization: strain hardening (or softening), strain-rate hardening, and thermal softening. It is typically associated with large shear strains (>1), high strain rates (10^3 – 10^7 s^-1), and high temperatures (40–100% of melting point), all of which happen within narrow regions with widths of about 1–200 μm.

It is often an undesirable phenomenon, leading to failure, but there are situations where it is desirable, e.g., the generation of machining chips. Here, we review the development of both theoretical and experimental achievements, from the initiation of shear bands to their propagation with emphasis on three aspects: novel experimental techniques, novel materials, and nano/microstructural effects. The principal characteristics of adiabatic shear bands in metallic materials at the nano- and micro-scale are described. Bands that were formerly identified as transformed actually consist of nanocrystalline/ultrafine grains. These grains result from the breakup of the microstructure by a rotational recrystallization process.

The evolution of the microstructure inside shear bands and their interactions for hcp, bcc, and fcc alloys, high-entropy alloys, nanocrystalline alloys, and metallic glasses are analyzed mechanistically.

The gaps in the field and opportunities for future research are identified. Modern experimental characterization and computational techniques enable a more profound and predictive understanding of adiabatic shear localization and its avoidance in advanced materials.

1. Introduction

Elastic deformation is constrained by the geometry of the material and applied tractions; it is homogeneous in simple geometries when wave-propagation effects are absent. As elasticity gives way to permanent deformation, inhomogeneities gradually develop in the accumulated strain and thermal excursion and will generate spatial differences in the evolution of the strengthening or softening. Thus, deformation localizes. One prominent way by which localization takes place is by the formation of two-dimensional interfacial regions. These are commonly referred to as shear bands, since they have a particular 'banded' appearance when observed in a two-dimensional section. The gradient of deformation in these regions often leads to the accumulation of damage (in brittle materials) or to a decrease in the flow stress (in ductile materials) leading to further concentration of deformation. This most often leads to shear failure, a most important mechanism of fracture. If the body containing a weakened region is exposed to tension, tensile failure by the nucleation and growth of voids in the softened region may occur.

There are special circumstances and materials that do not undergo shear localization, and this leads to extraordinarily high tensile ductility. This is usually induced by high work hardening rate or strain-rate sensitivity. Typical examples are covalent and metallic glasses, at higher temperatures, where the viscosity is sufficiently low (10^-4 Pa.s). The strain-rate sensitivity, m, defined as ∂lnσ/∂lnγ, is in the range 0.5–1. A number of alloys also exhibit this behavior at prescribed regimes of temperature and strain rates, and this phenomenon is known as superplasticity. The latter is enabled by a small grain size, in which grain-boundary sliding is the dominating mechanism of
A simple approach to the mechanics of shear-band formation is to consider the shear stress, \( \tau \), to be a function of shear strain, \( \gamma \), shear strain rate, \( \dot{\gamma} \), and temperature, \( T \) [1]:

\[
\tau = f(\gamma, \dot{\gamma}, T) \quad (1)
\]

The change in shear stress, \( d\tau \), can be expressed in terms of partial derivatives [2]:

\[
d\tau = \left( \frac{\partial \tau}{\partial \gamma} \right)_{\dot{\gamma}, T} d\gamma + \left( \frac{\partial \tau}{\partial \dot{\gamma}} \right)_{\gamma, T} d\dot{\gamma} + \left( \frac{\partial \tau}{\partial T} \right)_{\gamma, \dot{\gamma}} dT \quad (2)
\]

The three partials represent work hardening (or softening), strain-rate sensitivity, and thermal softening (or, in rare cases, hardening). These effects establish whether \( d\tau \) is positive or negative. If \( d\tau \) is positive, deformation is homogeneous. However, if \( d\tau < 0 \), instability will take place. This will lead to, eventually, localization. The difference between these two terms will be discussed later, in Section 3.1 and Fig. 4.

The first term, work hardening, in general decreases with strain for metals. The absence of work hardening (work softening) leads to localization. Such is the case of nanocrystalline metals, which have very limited ductility; therefore, deformation readily localizes into bands in compression. There are also other situations where work softening is observed, especially when the existing dislocation substructure is unstable and collapses, upon deformation. This occurs when some metals are first deformed at low temperature and then at a higher one [3]. It has also been observed in shock loaded nickel when it is subsequently deformed quasistatically [4].

The second term represents the effect of strain rate. If the strain-rate sensitivity is high, localization is inhibited, and the material can experience large strains in stable fashion. This is the case of superplasticity.

The third term represents thermal softening. In quasistatic deformation, where the heat extraction rate is equal to the heat
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### Nomenclature

- \( \sigma \) normal stress
- \( \sigma_0 \) initial flow stress
- \( \varepsilon \) strain
- \( \dot{\varepsilon} \) strain rate
- \( \dot{\varepsilon}_0 \) reference strain rate
- \( \tau \) shear stress
- \( \gamma \) shear strain
- \( \dot{\gamma} \) shear strain rate
- \( T \) temperature
- \( T_0 \) initial absolute temperature
- \( \rho \) material density
- \( C_v \) specific heat at constant volume
- \( C_p \) specific heat at constant pressure
- \( n \) strain-hardening exponent
- \( m \) strain-rate sensitivity
- \( \beta \) rate of conversion of deformation energy into heat (Taylor-Quinney factor)
- \( k \) wave number for the initial perturbation
- \( \lambda \) thermal conductivity
- \( \kappa \) thermal diffusivity
- \( h \) thermal softening coefficient
- \( \bar{t} \) characteristic time for the complete nucleation
- \( t_{cr} \) critical time at which complete shielding effect occurs
- \( Q \) activation energy for diffusion
- \( D \) diffusion coefficient
- \( \gamma_{gb} \) grain-boundary energy
- \( D_{v}^{gb} \) vacancy diffusion coefficient in the grain boundary
- \( D_{gb} \) grain-boundary diffusion coefficient
- \( \Omega \) atomic volume
- \( Q_{gb} \) activation energy for grain boundary diffusion
- \( \mu \) shear modulus
- \( \delta \) shear band thickness
- \( v \) motion velocity of grain boundary
- \( \rho_m \) mobile dislocation density
- \( R \) gas constant
- \( k_B \) Boltzmann constant
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progress rate, the temperature can be considered constant and this term disappears. However, as the strain rate increases, a smaller and smaller fraction of the heat is extracted, leading to an increased temperature and associated softening. At sufficiently high rates of deformation, the extracted heat can be neglected, and one has an adiabatic condition. This is the reason why shear bands occurring in this regime are called adiabatic. There are very rare cases of thermal hardening; dynamic strain aging of steels, which is briefly described in Section 11.7, is one such case [5,6]. There is another situation, in which the rate controlling mechanism for plastic flow is no longer the thermal activated overcoming of short-range obstacles by dislocations, but viscous drag. Zaretsky and Kanel [7] conducted shock loading experiments on silver between $10^4$ and $10^7$ s$^{-1}$ and observed an increase in flow stress with temperature (through the evaluation of the elastic precursor) that became more intense as the temperature approached the melting point. Calculations by El Ters and Shehadeh [8] on shock loading of BCC iron using multiscale dislocation dynamics simulations into which molecular dynamics were injected, predicted an increase in flow stress with temperature, whereas at low strain rates this effect was reversed. Austin [459] developed a dislocation-based model of high-rate metal plasticity and found the temperature-dependence of elastic/plastic wave structure, which is consistent with experimental measurements of evolving wave profiles at 300–933 K in shock-compressed aluminum. Hence, thermal hardening can affect the formation of shear bands under extreme conditions. This effect has hereto not been investigated and deserves attention.

The formation of shear bands is more prevalent at high strain rates than in conventional, low strain rate deformation, because the thermal softening term becomes increasingly important. The condition for instability is \( \frac{d\tau}{d\gamma} = 0 \). If the experiment is conducted at a constant strain rate, \( \dot{\gamma} \), that is, \( d\dot\gamma/dt = 0 \), Eq. (2) is reduced to the following, after dividing the terms by \( d\gamma \) and rearranging terms:

\[
\left(\frac{\partial \tau}{\partial \dot\gamma}\right)_T = -\left(\frac{\partial \tau}{\partial T}\right)_\gamma \frac{dT}{d\gamma}
\]

The decrease in stress with strain, at constant temperature, is determined by thermal softening and by the generation of heat from the plastic strain. These bands are a precursor to failure and therefore their study has been pursued extensively. The yearly number of papers published on this subject over the past 5 years is around 100, without any marked change, as presented in Fig. 1 (a). The number of citations from web of science has increased remarkably during recent 20 years as is demonstrated in Fig. 1 (b). Since the concept was
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Fig. 1. (a) Yearly number of publications since 1996 on adiabatic shear bands or adiabatic shear localization; (b) total number of citations per year [From Web of Science].

introduced, over 2,000 papers on the subject were published. Approximately 1,400 papers are classified into the category of Materials Science and about 1,300 ones can be ascribed to the field of Mechanics. Meanwhile, such topic is also related to the main fields of Physics, Engineering, Metallurgical Engineering or Crystallography. The total citations are approaching 40,000 up to 2020. One should understand that these numbers are fairly high and that papers do not necessarily address adiabatic shear bands. In this review, we try to systematize the vast literature on the subject without claiming it to be exhaustive. Indeed, the number of our references is only approximately 460.

Table 1 shows the principal books [9–14] and reviews [15–27] on the subject. We comment briefly on the books here. The focus of Bai and Dodd’s first book is a balanced treatment of the microstructural aspects in historical perspective. Dodd and Bai’s second book, published in 2012, is a collection of chapters by co-authors that overview most of the fields and a variety of materials linked to adiabatic shear localization. Their third book [11] published in 2014 is an enhanced and updated student-friendly edition of the first one. Wright’s [12] approach is highly mathematical and separates instability, which has the onset at the maximum stress, from localization, a later phenomenon which results in the adiabatic shear band. Chen and Song [13] systematically describe the general principles of Kolsky bars (split Hopkinson bars), which are widely used for obtaining dynamic material properties. More details are focused on the modification of instruments, obtaining of reliable data as well as the experiment design or challenges for different classes of materials (brittle, ductile, soft, etc) and for different loading conditions (tension, torsion, triaxial, high/low temperatures, intermediate strain rate, etc). Shukla et al. [14] discuss the topic of dynamic loading and its effect on material and structural failure in their book. In addition to these six important contributions, a number of more focused works have been published, addressing specific aspects of shear localization. We will not reproduce these extensive studies but focus on principles, important recent developments, and microstructural evolution mechanisms.

2. Historical aspects

This section reviews some of the major steps in the development of our understanding of ASBs. An excellent article on the foundational contributions to the understanding of adiabatic shear bands was written by Walley [21].

Henri Tresca [28] first described the observation of heat generated during the dynamic plastic deformation and the localization of
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plastic flow into a shape of an X during the forging of platinum in 1878. This was subsequently demonstrated by Harold Massey [29] in 1921, and the first image depicting the heat cross was achieved by Johnson et al. [30]. The X-shaped region corresponds to the outline of largest shear stress and is expected to orient at 45° to the impact direction. This could be the precursor of the formation of adiabatic shear bands [31]. Then, in 1928, Kravz and Tarnavskii [32] described a true adiabatic shear band, which was once known as “Kravz-Tarnavskii effect” in various kinds of steels by drop-weight impact. Their contribution is critically evaluated by Dodd et al. [33] in a review of the major steps in our understanding of adiabatic shear bands.

In 1934, Taylor and Quinney [34] carried out deformation experiments which demonstrated that about 90% of the work during plastic deformation was transformed into heat. Shortly after, Davidenko and Mirolubov [35] proposed two different mechanisms of shear localization and explored the influence of initial microstructure on the initiation of shear bands.

Thermal softening as the principal mechanism for shear banding was first proposed by Zener and Hollomon [36]. This classic work was part of the US war effort. WW2 military research produced a large volume of research on this subject. They recognized that the shear localization can be initiated at the peak of the stress–strain curve but failed to express this mathematically. Recht [1] developed an equation based on the thermoplastic properties of materials which enabled comparison of their adiabatic shear sensitivities. This will be presented in the Section 4.1. The values of strain rate required to initiate shear localization are derived and the critical strain rate is defined. The critical strain rates for titanium and its alloys were found to be less than one thousandth of those for mild steel [37,38]. Many other alloys have shown similar behavior. Culver [2] correlated the occurrence of shear localization with a critical shear strain, when the slope of the adiabatic stress–strain curve becomes 0. Argon [39] took the effect of adiabatic heating into account during the instability analysis of inhomogeneous deformation. Staker [40] extended the instability criterion to a wide variety of alloys assuming a parabolic stress–strain response and incorporated the dependence of the strain rate upon the flow stress. The Staker equation for the critical shear strain for ASB formation is expressed as:

\[ \gamma_c = \frac{\rho_0 n}{\rho C_v T} \left( \frac{\rho_0 n}{\rho C_v T} \right)^{\frac{n}{\gamma_n}} \]

The parameters are: \( n \), work hardening; \( m \), strain rate sensitivity; \( C_v \), heat capacity at constant volume; \( \rho \), density; \( \gamma_n \), Staker [40] mentions that the second term in the denominator can be ignored and thus his expression ignores the strain-rate sensitivity. However, it is well established that even a modest strain-rate sensitivity leads to a delay in the localization process. He found, for ferrous alloys, that two important material parameters, the temperature dependence of flow stress and strain hardening exponent, are significant to the onset of shear band formation, whereas the effect of strain-rate sensitivity is negligible due to a small variation in most ferrous materials. The bimodal microstructure of Ti-6Al-4V alloys with the thickest a lamellar in the transformed b matrix showed the lowest susceptibility of the formation of adiabatic shear band since its higher strain hardening ability suppresses the thermal softening effect revealed by Zheng et al. [460,465]. Rogers [15] pointed out that the above investigations bring the question of whether a “critical strain rate” exists for the adiabatic shear band to form in a material. He also demonstrated that large strains can be achieved quasi-statically in steel without the formation of a shear band. Once a critical strain is attained, a critical strain rate, above which temperature can increase above the value for transformation to occur, can be revealed.

Burns and Trucano [41] considered thermal softening, strain hardening, and strain-rate sensitivity in their constitutive equation. They investigated the growth of small perturbations and included time-dependent coefficients in the linear ordinary differential equations. Such analysis for the critical shear strain was restricted to a special condition: a Newtonian-like fluid with temperature-dependent viscosity. This treatment did not consider microstructure evolution effects during adiabatic shear band formation. Cliffton [42] and Bai [43] developed separate perturbation analyses incorporating heat transfer during the occurrence of shear localization. The principal equations will be presented in Section 4. Bai [43,44] later involved the dynamic aspect in a similar way. Ordinary differential equations with constant coefficients were used. The critical strain rate for the formation of a shear band can be described simply once the constitutive equation has an explicit expression, which marks a significant theoretical advance.

3. Experimental methods

Shear localization is usually associated with severe plastic deformation. This dynamic phenomenon is usually obtained in high strain-rate loading experiments using momentum trapping devices, pulse shaping equipment, and strain measurement techniques [45]. Over the past decades, several techniques have been developed to investigate the dynamic behavior of metallic materials. Prominent ones among these are the split-Hopkinson pressure bar [46–54], cylinder imploding and exploding techniques [55–61], ballistic impact [62–68], drop-weight tower [69–71], and high-power pulsed laser shock [72–77].

In these experimental techniques, the formation of shear bands depends mainly on the geometry of the specimens. Meanwhile, the material characteristic is of great importance to the dynamic behavior of specimens [78]. It is commonly accepted in the literature that either forced shear localization or spontaneous shear localization can occur. For the forced shear localization, the regions where shear bands appear are controlled by the specimen geometry or the loading conditions. For example, the hat-shaped specimens are the most widely applied geometry for studying the forced shear localization in different materials. Forced shear localization takes place in most materials when using the hat-shaped specimens [79–87]. Spontaneous shear localization can occur in a symmetrical structure, like cylindrical or spherical specimens, when they are subjected to internal or external symmetrical loadings. There are no predictable locations to induce shear localization within symmetrical specimens or under symmetrical loading. Arrays of shear bands can be obtained in various positions with a specific spacing that is related to some inherent features of materials. This is treated in Sections 6
and 11.6.

We first provide in this section a brief introduction to the experimental methods based on different facilities as well as unique specimen geometries. The current thrusts are to obtain in situ real time information on the temperature, microstructural evolution, strain, and their spatial variations. This is a challenge requiring ever more sophisticated equipment and advanced diagnostics with greater temporal and spatial capabilities.

### 3.1. Split-Hopkinson pressure bar (SHPB)

The Kolsky bar, or split-Hopkinson pressure bar, presented in Fig. 2, is an important technique for dynamic testing of materials. A comprehensive treatment of Hopkinson bars is given in the book authored by Chen and Song [13]. The Hopkinson bar has its origin in the work of John Hopkinson [88] who studied the dynamic response of iron. Upon his death in a tragic biplane accident piloted by him, his son Bertram Hopkinson, a lawyer by training, took his position at Cambridge and continued his work prior to succumbing to a climbing accident in the Alps. He is credited with the design of the first Hopkinson pressure bar and time-resolved measurement to record a pressure-pulse profile [89]. Kolsky [90] made a great contribution by improving the technique incorporating two elastic bars between which the specimen is sandwiched. This is called the split-Hopkinson (or Kolsky) bar and enabled obtaining the stress–strain curves at high strain rates. The stress profiles in the bars are measured and the stress, strain, and strain-rates of the specimen are extracted by a one-dimensional elastic wave analysis based on the technique proposed by R. M. Davies [91] and later by E. Davies and Hunter [47]. The difference between two pulses in incident and transmitted bars provides the inelastic path in specimen.

The split-Hopkinson pressure bar can also be used in tension testing owing to the modification by Hauser and, later, Lindholm and Yeakley, by subjecting the specimen to uniaxial tension [92–94]. Harding [95] contributed to the design of a tensile split Hopkinson pressure bar which can be applied to composite materials. Recently, Mohr and collaborators [96,97] made significant efforts at improving the tensile experiments as seen in Fig. 3 (a,b). They proposed a new technique for testing the high strain-rate tensile response of sheet metal by using a compression Hopkinson bar system. The tensile force as well as the displacement history acting on the specimen are measured with the aid of a high-speed camera system. Another successful tensile bar configuration is shown in Fig. 3 (c), where the projectile is accelerated in the direction opposite to the position of the specimen. This design is due to Isaacs and Nemat-Nasser [98].

Another novel design was introduced by Baker and Yew [99], modifying the split Hopkinson bar for dynamic torsion tests. This was developed to determine the stress evolution process and dynamic stress–strain relationships of materials subjected to high strain-rate torsional loading [46,100]. Although the split Hopkinson bar has been used quite often, shear bands are produced by shear, and the torsional Hopkinson bar is the most rigorous instrument to generate a state of simple shear. The classic experiments by Marchand and Duffy [101] enabled the direct observation of the distortion of a grid in steels and thus, the evolution of shear instability and localization, as shown in Fig. 4. The incorporation of a grid on the specimen and the use of high-speed cameras lead to the photographic series shown in Fig. 4 (b)-(f). One can see that localization takes place at a critical shear strain, evidenced by discontinuities in the lines. Similar experiments were also conducted by Xue, Shen, Xu, and Bai [102]. Fig. 5 (a) shows the experimental setup used by Xue, Shen, and Bai [52]. This experimental technique provides a possible approach for the comparative investigation of macro and microscopic observations and corresponding measurements of shear stress versus shear strain. A clamp holds the incident bar in position, while it is subjected to elastic torsional loading. After the release of the clamp, a shear wave propagates throughout the incident bar and then enters the material, which undergoes rapid plastic deformation. This technique was extended by Chichili et al. [103] who added a compressional stress as demonstrated in Fig. 5 (b).

Meanwhile, the specimen geometry is of great importance to the stress distribution which is a dominant factor during plastic deformation. The simplest geometry is the cylindrical one. Because of the frictional end effects, shear localization often starts and propagates from the ends or edges, forming a cone. Among various testing techniques, the specimens with a geometry discontinuity that further constrains the shear deformation into certain gauge sections [104], are the hat-shaped [105–109], double shear [110–112], single or double notch [113–116], and compact forced simple shear [117] specimens. Other types of specimens use a

![Fig. 2. Schematic of Kolsky’s apparatus showing explosive charge accelerating anvil and creating compressive pulse in incident bar and (collared) specimen sandwiched between two bars [90].](image-url)
continuous geometry, which can produce the shear deformation by asymmetry or heterogeneity in the deformation fields, like cylindrical compression and shear [37], punch [118], indentation [119], and inclined flyer [120]. Other geometries depend on a combination of the above mentioned two components, such as shear and compression [121,122] and shear and tension [123].

3.1.1. Cylindrical specimen

Specimens with cylindrical geometry are usually used for the investigation of the quasi-static and dynamic mechanical response for different kinds of materials, such as aluminum, titanium, steels as well as foams. Cylindrical specimens can be used to achieve the
relationship between yield strength and strain-rate as well as temperature. Cylinders with 5 mm in diameter and 5 to 8 mm in length have been adopted by Meyers and coworkers [124] to investigate the dynamic deformation of ultrafine-grain-sized zirconium. Other geometries are also available [80,125]. In general, the length/diameter ratio in cylindrical specimens in dynamic tests is around 1. This is not an ideal ratio, but produces satisfactory results in spite of the limitations. Inertial and frictional stresses play an important role in dynamic testing. These should be minimized to provide reliable stress strain results. The evaluation of these has led to the size and aspect ratio of specimens. As the strain rate is increased, the specimen dimensions have to be reduced to maintain equilibrium. Miniature Hopkinson bars are used for high strain rates, on the order of $10^5$ s$^{-1}$. Siviour and Walley [126,127] provide equations to calculate inertial and frictional stresses and suggest special geometries to minimize barreling. For instance, for a copper specimen 3.8 mm in diameter and 2.3 mm thick, inertial effects become important at a strain rate of $10^5$ s$^{-1}$.

3.1.2. Hat-shaped specimen

Hat-shaped specimens are used to produce a forced shear band in a specific zone, and provide an approach to clarify the influence of the original microstructure, temperature and strain rate on the development of shear bands [128–130]. The hat-shaped or top-hat
geometry is an attractive design. It is an axisymmetric specimen consisting of an upper hat part and a lower brim part. When such specimen is subjected to compression, the material between the hat and the brim parts shears [131]. This geometry, first designed by Meyer and Manwaring [132] has been modified several times [129,130] and has been applied to the formation of ASBs in titanium alloys [133], copper alloys [130], tantalum alloys [134,135], aluminum alloys [69], stainless steels [136–138], and other materials.

The hat-shaped specimens have the advantage of generating shear localization even in very ductile materials during the SHPB compression test. Due to its special geometry, extremely large shear strains and high strain rates can be achieved. The displacement of
the specimen in the axial direction can be controlled easily with stopper rings to study the dynamic response and microstructure evolution as a function of strain during shear localization.

Such specimens were prepared with different characteristic geometries; for example three specimens with hat heights of 0.75, 1, and 2 mm were used by Kad et al. [124]. Other dimensions of the specimen have been used [139,140]. The deformation time of the shear localization can be estimated by dividing the displacement of the top-hat by the loading velocity, and is about 0.05–0.1 ms. Disregarding hat heights, hat and hole diameters are of approximately the same size [141]. Most investigations are performed on specimens with a slightly larger hat diameter than the hole diameter, resulting in an additional compressive loading state, like a hydrostatic pressure, as demonstrated in Fig. 6(a) [37]. By modifying the specimen geometry, different compression-shear loading states can be generated. In addition, there exist a few investigations in the literature where the hat diameter is smaller than the hole diameter [19,142].

3.1.3. Hat-like-shaped specimen

An early form to the hat-like-shaped specimen is called “plate-shear” specimen, and was first designed by Meyer et al. [143] to conduct shear tests. It can also produce shear bands in a narrow zone and has been used successfully in exploring adiabatic shear localization in many materials [144]. This method forces shear localization forming in a narrow flat region, which is different from the narrow ring-shaped shear zone in hat-shaped specimen.

Liu and Dai et al. [144] examined the influence of strain rate on the evolution of shear localization in Zr-based bulk metallic glasses using hat-like-shaped specimens. The shear displacement is determined by the length of the specimen hat outside the holder, as presented in Fig. 6 (b). By modifying the length and the applied load, different shear deformations can be achieved in the sheared zone. This geometry has been extensively modeled by Finite Element Analysis.

3.1.4. Compact-forced-simple-shear specimen

Fig. 6 (c) shows the schematic drawing of the compact-forced-simple-shear specimen [117]. The objective of this geometry is to explore the large strain constitutive behavior, and damage and failure mechanisms during shear deformation systematically as a function of shear loading for different microstructure orientations. The design is intended to align the single shear plane parallel to the loading direction. This leads to a single narrow plane subjected to simple shear in compression direction. By changing the shear plane positions, the mechanical response under shear deformation and the damage evolution can be investigated systematically on materials
possessing microstructural or crystallographic anisotropy. This technique has been applied for shear testing of numerous materials correlated to specific orientations with different propensities for shear banding, such as titanium and aluminum alloys, investigated by Vecchio et al. [117,145].

### 3.1.5. Shear compression specimen

The shear compression specimen (SCS), which provides a combination of shear and compression loading, is shown in Fig. 7 [121,122,146]. It is typically a short cylinder with two slots which are inclined 45° to the longitudinal axis. Under compression, the gauge region undergoes a dominant shear deformation. Such gauge section is defined by its height and thickness. The diameter of cylinder is designed to remain elastically deformed during the test. The cylindrical section transfers the vertical displacements and corresponding loads to the gauge section. A clearance is designed to make visual access and diagnostic of gauge region possible. This clearance has no influence on the load transmission to the gauge. A typical deformation of the specimen is presented in Fig. 7 (a) and (b). It is clear that the gauge region experiences a shear-dominated deformation. The failure strain is dependent on specimen geometry and material properties. The limitation of this geometry is the rectangular nature of the slots, which intrinsically concentrates the stress locally [121]. Later, the original design was modified with two completely opposite semi-circular slots that are different from the two rectangular slots, as shown in Fig. 7 (c). The newly designed specimen was systematically examined under quasi-static and dynamic testing conditions using an elastoplastic material [122]. The comparison between the two slot designs confirmed the improvement of the new geometry at larger strains and the reduction of stress constraint within the rectangular slots. It is indicated that the advantages of semi-circular slot compared with the rectangular slot design can be a larger strain range, failure and fracture within the gauge, and constant Lode parameter during plastic deformation. Besides, the novel configuration of the failure path can be recorded by in-situ experiments. Such technique was applied to examine copper, aluminum, as well as steel under quasi-static and dynamic conditions by using the SHPB [121,122].

In addition, a shear-tension specimen was also proposed by Dorogoy et al. [147]. It is composed of a long cylinder and an inclined gauge section provided by two opposite semi-circular slots that are created with an angle of 45° to the longitudinal axis. This provides a flexibility of loading which combines both tension and shear.

### 3.1.6. Double shear specimen

Campbell and Ferguson [38] employed a double shear specimen (DSS) where the output bar of an SHPB apparatus is designed with a tubular geometry to explore the temperature and strain-rate dependence of shear strength in materials, such as mild steel. Later, Klepaczko [110] introduced an improvement to this technique: one is the removal of the incident bar and the utilization of direct projectile impact; another is the modification of the specimen geometry with an enlarged shear zone to 2 mm. This is a modified double shear specimen which can test the material in a wide range of shear strain rates, up to $10^5$ s$^{-1}$. The transition from isothermal to adiabatic plastic deformation depends on both the geometry of the deformed specimen and the heat extraction rate from the deformed regions. Once the plastic work converts locally into volume heating without heat transfer, the thermal softening during adiabatic shearing can directly induce instability and localization. Oussouaddi and Klepaczko [148] predicted the critical strain rate of such transition for copper, aluminum and mild steel when the thickness of deformed layer is ~2 mm.

A double shear specimen is characterized by two identical rectangular sheared regions forming between a central loading portion and two supporting ends, as illustrated in Fig. 8 [149,150]. The size of the sheared regions can be modified to produce various strain rates. With this design, specimens can be used easily in a split-Hopkinson bar, employing the loading and supporting ends directly attached to the bars. Since the lateral movement is restricted by the fixture, the deformation in the sheared region is one of simple shear. This specimen also facilitates the diagnostics of the evolution of shear localization, such as temperature rise and propagating velocity.

Furthermore, Zhao et al. [53] performed a detailed investigation on the application of the split Hopkinson pressure bar to weak materials. Low impedance bars with high viscoelasticity are required for high-strain-rate testing of foams. They also demonstrated that the technical problems of such application are related to the loading and measurement conditions. A novel method which combines

![Fig. 8. Schematic diagram of double shear specimen (DSS): (a) the geometrical parameters of the DSS specimens; (b)-(c) the illustration of global experimental set-up with Hopkinson-bar [149,150].](image)
compression and shear loading at high strain rates was developed by Zhao et al. [54]. It is called the split-Hopkinson pressure shear bar (SHPSB), and is shown in Fig. 9.

3.2. Time resolved techniques

The ultimate goal of scientific experiments on shear bands is to connect the evolution of the strength with the temperature rise and changes in the micro and nanostructure. Constant but slow progress is made in this area but there are a few notable recent developments. This requires in situ time resolved measurements of temperature and structure evolution.

X-ray phase contrast imaging technique has been successfully used to document the evolution of fracture in silicon, fiber-epoxy interfacial friction, and ligament-bone interface debonding using the Hopkinson bar in conjunction with the synchrotron at the Advanced Photon Source (Argonne National Laboratory) [151,152]. In the compression mode, sand and grain to grain interaction are photographed. The 100 ps white radiation has to be synchronized with the deformation. A temporal resolution of 0.5 μs and spatial resolution of μm-level were achieved. The setup is straightforward but the timing is critical (Fig. 10) [151].

The measurement of temperature using infrared cameras is also constantly evolving, with measurements that can be made in the shear bands, in contrast with older methodologies that measured a larger area, a fraction of which was covered by the shear band. These more accurate measurements focus on an area significantly smaller than earlier measurements by Guduru et al. [153], in which spatial resolution is only in the order of tens of microns.

In order to enable direct observation, the Meyer-Manwaring hat-shaped specimen of cylindrical shape was replaced by a flat hat-shaped specimen with thickness of 0.8 mm. The shear-band width for 6061-T6 was 30–70 μm. The combination of X-ray measurements using the Advanced Light Source and infrared measurements enabled a complete description of the process (Fig. 11). The temperature reaches the maximum value before the stress is highest and fracture follows immediately upon localization, the front propagates at approximately 1,100 m/s. These experiments exemplify the state-of-the art in shear-band research [154].

3.3. Exploding and imploding cylindrical configurations

The cylindrical geometry is extremely important in the formation of shell fragments. The fragmentation is intimately connected to the formation and spacing of shear bands. The smaller their spacing, the smaller the fragment sizes. Thus, the establishment of shear-band spacing is measured by this geometry. The design and operation of nuclear weapon implosions and the understanding of how symmetrical is the collapse of a hollow sphere are important for the prediction of the yield.

Two distinct experimental configurations have been developed based on explosives which can be placed inside or outside a hollow cylinder. Depending on the loading direction of the explosive driving force, the experiments are classified into the contained exploding cylinder test and the contained implosing cylinder test. This technique can generate strain rates up to 10^6 s^{-1} and large plastic deformation.

Shockey and Erlich [155] described the contained explosive cylinder experiment and applied it to AISI4340 steel in order to establish the distribution of shear bands. Fig. 12 shows the experimental setup of the contained explosive cylinder geometry. There is a plexiglass layer between the steel cylinder under investigation and the massive steel containment annulus that controls the overall deformation which is arrested before complete fragmentation takes place. This configuration was successfully used to determine the statistical distribution of fragments.

The opposite configuration, enabled by an outside explosive, is the collapse of a thick-walled cylinder under controlled and
Fig. 10. Synchrotron radiation experimental setup at Advanced Photon Source (Argonne National Laboratory; Hopkinson/Kolsky bar is coupled to light source [151]).

Fig. 11. In situ temperature measurement in 6061-T6 aluminum alloy (flat hat-shaped specimen) using infrared thermal imaging; maximum temperature of 770 K is measured [154].
prescribed pressure. It is one of the most important load-geometry combinations for the spontaneous formation of multiple ASBs. This technique was first developed to study the shear bands by Nesterenko and Bondar [55,60], and has been adapted to Ti [156,158], steels [58,157] and tantalum [135] for studying the characteristics and evolution of ASBs. The required loading energy is usually generated through a low detonation velocity explosive, as presented in Fig. 13 [157]. The detonation provides a compressive stress in the radial and circumferential directions. An internal cylinder arrests the deformation.

Later, Stokes et al. [159] carried out experiments on the Pegasus-II facility using electromagnetic forces as the driver for the

![Fig. 12. Schematic of exploding cylindrical experimental setup in expanding geometry [155].](image1)

![Fig. 13. Experimental configuration for explosive collapse of hollow (thick-walled) cylinder in imploding geometry: (a) schematic of cylinder experiment setup; (b) dynamic process of explosion collapse thick-walled hollow cylinders; (c) dimensions of assembly [157].](image2)
collapse of specimens. This shows a distinct advantage of more uniform collapse of the specimen as compared to the explosively driven experiments which present some axial differences due to the directional ignition of the driver. The electromagnetic method has been also used by Lovinger et al. [57] to test the repeatability of the thick-walled cylinder experiments.

Through the variation of the driving forces and the cylinder thickness, strain and strain-rate during the loading test can be adjusted. Shear bands initiate at the internal surfaces of the cylinders (where the strain is highest) and propagate outwards along spiral trajectories, Fig. 13 (b). The cylinder is sandwiched between two cylindrical shells, as presented in Fig. 13 (c). Both the outer and inner shells control the collapse of the specimen [157,158] and determine the maximum strain. In this technique, no stress concentration occurs, and the failure behavior is only material dependent.

Grady and Kipp [160,161], Wright and Ockendon [162], and Molinari [163] established one-dimensional analytical equations to predict the spacing of shear bands. A discontinuous growth mode was proposed by Meyers et al. [108] by considering the interaction between multiple shear bands. These will be presented in Section 11.6. It should be mentioned that these developments have their origin in the classic WW2 Mott experiments which determined the sizes of fragments in exploding munition. The unloading produced by fracture determined the fragment size [164–169].

3.4. Ballistic impact

The ballistic impact is a high velocity collision between the penetrator and target materials, which is accompanied by very large strains, strain rates, pressures and temperature rise as well as their gradients. The penetrator or projectile is generally operated by a light-gas gun or a standard rifle from a certain distance with different velocities, as shown in Fig. 14 [170]. The geometry of the projectiles for plugging test also varies, such as blunt [171,172], cylindrical [173,174], conical [175,176] and hemispherical projectile [177,178], which can generate different shear conditions. The inherent limitation of ballistic experiments is the lack of control of stress, strain and strain rate. Nevertheless, they provide a realistic assessment of how shear bands affect the performance of a target subjected to the impact by a projectile. Meyers and Wittman [179] examined dynamic impact of different plates and revealed the failure mechanisms (shear localization and spall), as shown in Fig. 15 (a) and (b). Fig. 15 (c) and (d) present the increase of penetration depth with the rise of impact velocity and normalized kinetic energy.

There have been numerous approaches aimed at clarifying the mechanics of penetration for a variety of impact situations, such as impact velocity, material properties and projectile/target configurations. A study by Sangoy et al. [64] demonstrated the relationship between hardness and ballistic limit in armor steels, which can be roughly divided into three regimes. For steels with low hardness, the failure of target happens as a consequence of plastic flow, and for steels with high hardness, fracture of projectile happens. In the intermediate region, the failure is controlled by the adiabatic shear process and the ballistic limit reduces with increasing hardness. This means that ASBs significantly influence the ballistic performance of materials.

Solberg et al. [180] also performed investigations of Weldox (a class of high strength steels with high ductility) steel plates with different yield strengths impacted by hardened steel projectiles. Penetration testing on different materials using blunt projectiles showed that the ballistic velocity limit is reduced with increasing hardness. However, in similar testing with conical and ogival projectiles, the ballistic velocity limit rose with increasing hardness. They also reported that deformed shear bands were found in 12 mm thick Weldox 460 E plates, while numerous white etched shear bands were revealed in both Weldox 700 E and 900 E targets with considerably higher strength.

Craig and Stock [181] studied ASB propagation by impacting cylindrical projectiles made by hardened steel onto annealed brass in the velocities ranging from 300 to 600 m/s. The projectile only penetrated a short distance of the brass targets as semi-infinite blocks. The adiabatic shear bands originated near the impact region and propagated through the brass block. White-etching zones were also observed at the surface of the bullet holes. Manganello and Abbott [63] explored the ballistic behavior of heat-treated steel plates, by impacting armor-piercing projectiles and studied the evolution of the white-etched shear bands. They found that as the increase of tempering temperature and the decrease of carbon content, the penetration resistance decreased.

Mishra et al. [107] performed several high strain-rate tests to evaluate the suitability in demonstrating the ballistic penetration behavior for two kinds of aluminum alloys. An inference was drawn from combined observations that the dynamic indentation by gravity drop tower, split-Hopkinson bar, and Taylor tests can represent the actual ballistic impact performance of 7017 and 7055 alloys with regard of adiabatic shear bands evolution, shear-induced cracking, and penetration depth.
3.5. Impact loaded Pre-notched plate

The single-edge and double-edge notched specimens with special geometries have been widely investigated, as shown in Fig. 16. Two geometries are designed with either a slit or a supplementary fatigue crack. A projectile impacting these specimens generates a Mode II shear loading around the crack. As the shear bands propagate, their velocity and the temperature evolution can be monitored and quantified.

Kalthoff and Winkler [182] and Kalthoff [183] investigated the plastic deformation near the crack tip in a prenotched rectangular maraging steel plate. The impact on one side of the notch by a cylindrical projectile along the axis of the notch was also carried out during experiment. Ravichandran and collaborators [115] used this geometry to investigate the initiation and propagation of shear bands. With a two-dimensional high-speed infrared camera, the temperature field evolution was recorded. The optical imaging of
coherent gradient sensing was used to investigate the development of the mixed mode stress fields. The thermographs exhibited a diffuse shear-band tip and revealed a “hot spot” distribution in propagation direction of a well-developed shear band [153]. This will be shown later in Section 3.8. Such methods provide an effective way to investigate in-situ the entire process of dynamic deformation and shear failure. With the aid of an ultrahigh-speed camera and digital image correlation, the strain fields which describe the kinematics induced by both shear localization and crack propagation can be established. This provides a powerful approach to study the propagation and evolution of shear bands as well as cracks.

3.6. Mechanical Machining

In the engineering field, materials are often subjected to dynamic loading, such as chip formation during machining [184–188], punching [189], penetration [190–192], forging [193, 194], high-speed friction [195], wear tests [196], and bird strikes on jet engines as well as airfoil leading edges [197]. Among them, the formation of ASBs in machining has been paid special attention by many researchers. This has been investigated by both experimental and theoretical methods in titanium [187, 198, 199], steels [184, 200], nickel-based alloys [201], as well as metallic glasses [186, 202].

Theoretical analyses on chip formation were carried out by Burns and Davies [203] using a one-dimensional continuum theory of machining initially proposed by Recht [1]. Failure of material linked with internal damage was introduced into the numerical modeling of chip serration based on the Johnson-Cook fracture model. Chen et al. [204] carried out orthogonal cutting testing on Ti-6Al-4V alloys and investigated the serration behavior of chips with an energy-based ductile failure model. Based on the analysis, the levels of peak and valley in serration were found to be proportional to the feeding rate. Calamaz et al. [205] incorporated a constitutive...
law with the effect of strain rate, strain, and temperature on the flow stress, as well as a strain softening effect by assuming that the chip segmentations are only induced by ASBs to analyze the chip formation and shear localization during machining of Ti-6Al-4V alloy. Molinari et al. [206,207] investigated the shear localized zones produced along the tool-chip interface by the frictional heating and plastic deformation during continuous cutting processes. They also focused on the influence of the cutting speed and feeding rate on the formation of chip serrations [208]. This will be presented in greater detail in Section 7. Dai et al. [199] proposed a theoretical model based on Ti-6Al-4V alloy to analyze the spacing of segments at different cutting speeds by considering the momentum diffusion during unloading.

However, the accuracy of simulation for machining relies on the choice of the material constitutive equation, since an advanced simulation includes a good prediction of the final chip morphology based on the accurate estimation of the cutting and feeding forces. Calamaz et al. [205] demonstrated that the main reason for the mismatch between simulation and experiment was the choice of the material parameters in the Johnson-Cook equation.

3.7. Other dynamic testing techniques

In this section, we list some of the dynamic testing techniques beyond the ones presented above. Field et al. [209] provide an overview of the principal techniques for dynamically testing materials. Drop hammers, cam plastometers, Taylor impact, and flyer plate impact provide a range of strain rates not accessible through Hopkinson bars. For example, a drop-weight tower can produce a strain rate from $10^2$ s$^{-1}$ to $10^3$ s$^{-1}$. O’Donnell and Woodward [69] studied the shear instability and flow behavior of 2024 aluminum alloy using the drop-weight test. The flyer-plate test is generally employed to investigate the shock-Hugoniot behavior at extreme high strain rates from $10^5$ to $10^7$ s$^{-1}$ [210], in which the tested thin-foil specimen is fixed between an impactor and an anvil. Klepaczek [18] pointed out that since the material thickness is small, extremely high strain rates can be realized, which are much higher than those induced by the split-Hopkinson pressure bar.

Another powerful approach is the use of high-power pulsed lasers to study the materials extreme behavior subjected to pressures of hundreds of GPa up to several TPa in nanoseconds and at strain rates of $10^6$–$10^{10}$ s$^{-1}$ [72]. It can reveal new mechanisms of plastic deformation [23], phase transformation [211], and even amorphization in materials [75]. This advanced experimental technique, assisted with novel diagnostics, in-situ analyses, and multiscale material characterization, helps scientists to answer some fundamental materials science questions, such as the ultimate tensile strength of metallic materials, the slip-twinning transition, dislocation mechanisms of void growth, and the different dislocation velocity regimes, such as the transition from thermally-activated to phonon drag. It also enables us to investigate the dynamic behavior under extreme conditions, especially in those regimes that are encountered in the interior of planets [212–216]. Mikkola and LaRouche [217] were the pioneers to investigate the ultra-short shock compression experiment. They accelerated flyer plates to impact foils with small thickness, producing pressure pulses with a duration time of 0.04 ns. Clauer et al. [73,74] explored the potential application of laser shock to strengthen aluminum alloys and stainless steels for the first time. More recently, Meyers and coworkers [75–77] carried out laser ablation driven shock compression experiments on covalently bonded materials; strain rates of $\sim 10^6$ s$^{-1}$ were obtained by laser shock.

Detailed critical reviews on different types of testing techniques and shear specimens with their advantages and disadvantages have been presented in chapters from the book edited by Dodd and Bai [10] and the review by Meyer and Halle [141]. Meanwhile, the techniques for microstructural characterization within the shear bands have also been developed for several decades, aiming at higher resolution reaching the atomic scale. Antolovich and Armstrong [25] provide a comprehensive review on plastic strain localization, which contains a detailed description of the experimental techniques in the observation of shear bands.

3.8. Diagnostic investigations

A comprehensive understanding of ASBs requires detailed information about the onset of localization, strain, strain rate, and temperature evolution within the shear bands. High-resolution and fast-response infrared detection and optical imaging techniques offer an approach for recording the dynamic deformation process, and provide information not only for the experimental investigation but also for theoretical analysis. The pioneering works conducted by Kalthoff and Winkler [182,183] and by Marchand and Duffy [101] provide exact determinations of shear band propagation and failure mode transition. Detailed measurements of the temperature and strain during shear band evolution were carried out in HY-100 steel.

Since the typical width of shear bands is 1–200 μm, the direct measurement of temperature is quite difficult. One outstanding attempt to detect the temperature within the shear band by applying infrared radiation (IR) thermographic technique was made by Costin et al. [218]. With one single element, the average temperature rise around a 1 mm spot (obtained from a propagating shear band) was measured in low-carbon steel. The calculated temperature increase was only $\sim 100$ °C. Since the width of shear band was much smaller than the detector size, the estimation underestimated the real temperature increase inside the shear band. A more careful examination using a linear array of ten indium antimonide (InSb) IR detectors was performed by Hartley et al. [219] in two low-carbon steels. They found that the widths of shear bands in these steels were typically 150–250 μm and the highest temperature increase obtained was about 450 °C using spot sizes of 20 μm. Then, Marchand and Duffy [101] applied a linear array of 12 InSb IR detectors to determine the temperature increase within shear band in a specimen of HY 100 steel. The shear band width was about 10–20 μm and the temperature rise was around 600 °C. They also assessed the shear-band propagation velocity to be 250–500 m/s. Ranc et al. [220] combined two pyrometer techniques for the measurement of temperature during shear-band propagation. For the low temperature range, 32 photovoltaic InSb detectors are used; meanwhile, for the high-temperature range, an intensified CCD camera with a visible spectral band was used. A detailed measurement approach for the emissivity of material surface that related to the main error in
determination of temperature was also presented. A maximum local temperature of around 1000 °C in the shear band was detected right before failure in dynamic torsion experiment of titanium alloys. Guduru et al. [153] employed coherent gradient sensors and a two-dimensional high-speed array with the acquisition rate of $10^6$ frames per second, to investigate the change of the stress intensity factors in mixed mode and temperature distribution during the initiation and propagation of a shear band. The transition of a plastic zone near crack tip to a shear band and the propagation of shear band at the tip were first observed. A non-uniform temperature field with “hot spots” along the well-developed shear band was revealed. They also reported a local temperature rise of up to 600 K in a C-300 maraging steel. A high-speed optical camera was also used to obtain visualized infrared images of shear-band initiation in bulk metallic glasses, like La-based materials [221].

Giovanola [222] determined the temperature, strain, and strain rate evolution, as well as stress–strain curve during shear-band formation using a high-speed photographic technique. A maximum temperature rise of 1100 °C in 4340 steel by SHPB was

Fig. 17. The evolution of shear band in CP titanium with time during impact loading with SHPB: (a) Deformation and temperature histories of a shear-compression CP titanium specimen; (b) Four representative high-speed photographic snapshots showing the deformation of a shear-compression specimen under dynamic loading [225].
estimated. Zhou et al. [115,116] studied the velocity of shear-band propagation and the corresponding temperature rise using a single-edge notched rectangular plate of C300 maraging steel. Since the shear band initiated from a notch tip, it could be imaged while propagating at speeds up to 1,000 m/s that were measured by employing a high-speed camera. They also found that, at a certain impacting speed, a shear band starts, propagates, arrests within the specimen and a mode I crack forms with an angle of about 35° to the shear band propagation direction from the tip of the arrested shear band. The temperature profile captured within the shear bands can facilitate the modeling of temperature evolution during shear localization. Raabe and his coworkers [223] carried out non-contact measurements with an infrared high-speed thermal camera to record the temperature rise with the increase of strain. Another X-ray digital imaging correlation (XDIC) method was employed to describe the dynamic deformation and fracture behavior in titanium alloys at the Advanced Photon Source by Wu et al. [224]. Additional details of the technique are presented in Section 3.2. This in-situ, synchrotron-based, high-speed X-ray phase contrast imaging was applied to map strain fields with adequate results for mesoscopic measurements under dynamic loading. Systematic errors for the displacement and strain measurements were constrained under 0.01 pixel and 0.1%, respectively. XDIC provided small speckles and high spatial resolution for measuring both surface and internal deformation fields, suggesting a promising method for the investigation of shear localization and some other cases in small samples or even very local areas, e.g., welding joints, and precious materials.

Recently, Guo et al. [225] synchronized the SHPB with a high-speed photographic system and an IR temperature measurement system to identify the roles of strain, strain rate, and temperature during adiabatic shear localization in commercial titanium. The temperature measurement system can provide a range from 60 °C to 1200 °C with response time<1 μs. The deformation evolution of the material was recorded by a high-speed camera with the highest framing rate of 5 × 10^6 fr/s and spatial resolution of 50 μm. This provided a direct identification of the significant events, such as collapse, strain localization, temperature increase, shear band initiation, and maximum temperature, as shown in Fig. 17. The stress collapse between i and j in Fig. 17 (a), corresponds only to the onset of temperature rise, suggesting that localization precedes material heating; however, the difference in time is minimal, ~10 μs. There are several possible interpretations for these results. Fig. 17 (b) shows the displacement at times a, f, h, and l. The shear-band width increases with strain. The maximum temperature measured was about 400 °C.

4. The formation of shear bands

The development of criteria for shear-band formation has been an important endeavor for the prediction of the stability of the deformation of materials and often incorporated the thermal excursion in a mechanical stability analysis.

The localization of plastic deformation into a shear band, as presented in Section 2, is defined as a competition between the hardening and softening mechanisms. This has been discovered in metals; however, metallic glasses, ceramics and polymers under high strains and strain rates also obey similar laws. It has been established that the thermal and microstructural softening effects are the most dominant component during shear localization. Since most of the plastic work done is translated to heat, the resulting effect is the temperature rise. The associated thermal softening leads to the decrease of the yield stress. Based on this premise, a number of analytical and numerical approaches have focused on the initiation of shear bands. It should be mentioned that shear localization may also form by other softening mechanisms, for example texture development at large strains or ductile void growth. In rocks and ceramics, it occurs by a process of comminution. This was established and modeled for SiC by Meyers and co-workers [226,227].

4.1. Initiation conditions for shear localization

The predictions of shear instability strain and evolution of deformation within a shear region have grown in complexity since they were first introduced in the 60 s. Single expressions have given way to analyses using the perturbation theory and other mathematical and computational tools, especially finite element methods. We will present the principal ones in this section.

It is shown in Eq. (1) that the expression of shear stress τ can be constitutively expressed as a function of shear strain γ, shear strain rate γr, and temperature T. Based on it, Recht [1] proposed that adiabatic shear instability happens when materials “soften” or the shear stress drops with increasing strain γ:

$$\frac{dt}{d\gamma} \leq 0$$  \hspace{1cm} (5)

One obtains this classical condition for instability by taking the derivative of Eq. (2) with respect to γ:

$$\frac{dt}{d\gamma} = \left(\frac{dt}{d\gamma}\right)_{\gamma_T} + \left(\frac{dt}{d\gamma}\right)_{\gamma_T} \frac{d\gamma}{d\gamma_T} + \left(\frac{dt}{d\gamma}\right)_{\gamma_T} \frac{dT}{d\gamma_T} \frac{d\gamma}{d\gamma_T} \leq 0$$  \hspace{1cm} (6)

Culver [2] proposed a similar criterion, which led to a critical shear strain γc given by:

$$\gamma_c = \frac{n \rho C_v}{\beta}$$  \hspace{1cm} (7)

where, ρ is the density, C_v is the specific heat capacity at constant volume, n represents strain-hardening (or working-hardening) exponent, \(\frac{dT}{d\gamma} = \left(\frac{d\tau}{d\gamma}\right)_{\gamma_T} \gamma_T \) is the thermal softening, and β is a constant expressing the ratio of the heat generated by plastic work, which is
equivalent to the Taylor-Quinney conversion and is usually taken as 0.9 for metals. The validity of this assumption will be discussed in Section 4.2.

A similar criterion was proposed by Staker [40]:

\[ Y_c = n \left( \frac{\dot{\gamma} \sigma}{\rho C_v} \right)^{\frac{1}{m}} \]

where \( m \) is the strain-rate sensitivity. Since \( 0 \leq m \leq 1 \) for larger strain-rates, the second term in the denominator can be neglected and the Staker criterion reduces to the Culver criterion.

Meyers et al. [37] used a constitutive equation based on the Johnson-Cook equation with a power-law thermal softening component to reach the critical shear strain for adiabatic shear localization of titanium at a constant strain rate and temperature:

\[ \sigma = (\sigma_0 + B \dot{\varepsilon}) \left( 1 + C \log_{10} \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \left( \frac{T}{T_r} \right)^{\beta} \]

where \( \sigma, \varepsilon \) and \( \dot{\varepsilon} \) are the normal stress, strain and strain rate, respectively, \( T \) and \( T_r \) are the examined and reference temperatures (initial, 298 K), \( \sigma_0 \) is the yield stress at the reference temperature, \( \dot{\varepsilon}_0 \) is the reference strain rate, and \( B, n, C, \) and \( A \) are experimentally determined parameters. The deformation work can be translated into an (adiabatic) temperature rise:

\[ dT = \frac{\beta}{\rho C_v} d\sigma \]

where \( \beta \) is the Taylor-Quinney factor. By substituting Eq. (10) into Eq. (9), the instability strain \( \varepsilon_c \) can be estimated by \( d\sigma/d\varepsilon = 0 \), one can get:

\[ A(\sigma_0 + B \dot{\varepsilon})^2 = -B n \dot{\varepsilon} - \rho C_v T_r \frac{A^4}{0.9} \left[ T_r^{1-\lambda} + \frac{0.9 \dot{\varepsilon}(1 - A)}{\rho C_v T_r^3} (\sigma_0 + B \dot{\varepsilon}) \frac{n + 1}{n} \right] \]

The corresponding temperature can be obtained from:

\[ T = \left[ T_r^{1-\lambda} + 0.9(1 - A)^\frac{1}{\lambda} - \frac{1}{\lambda} C \log_{10} \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \left( \sigma_0 + B \dot{\varepsilon} \right)^{\frac{1}{n + 1}} \right]^{1/(1-\lambda)} \]

The instability strain can thus be estimated.

Instead of assuming that instability occurs at a critical strain, Clifton [42] presented an elementary linear perturbation analysis of the stability of quasi-static, simple shear, incorporating the effects of heat conduction, strain hardening, strain-rate sensitivity, and thermal softening. The resulting expression has the form:

\[ \frac{1}{\tau} \left[ \frac{\partial \varepsilon_c}{\partial \varepsilon} + \frac{\alpha}{\rho C_v} \left( \frac{\partial \varepsilon_c}{\partial T} \right) \right] m_j + \frac{\dot{k}^2}{\rho C_v} \leq 0 \]

where \( \dot{k} \) is the wave number for the initial perturbation which is the wavelength divided by \( 2\pi \).

Bai [43,44] developed a similar perturbation analysis leading to the criterion expressed by the solution of the equation:

\[ \rho C_v \dot{\varepsilon}^3 + \rho \left( \beta P_0 \dot{\varepsilon}_0 + (\lambda + C R_0) k^2 \right) \dot{\varepsilon}^2 + \alpha R_0 k + \beta C \dot{\varepsilon}_0 k^2 + \beta C \dot{\varepsilon}_0 k^2 + \beta C \dot{\varepsilon}_0 k^2 + \beta C \dot{\varepsilon}_0 k^2 + \beta C \dot{\varepsilon}_0 k^2 \]

where, the subscript 0 is the reference state, \( \alpha \) is a perturbation term (reciprocal of the characteristic time), \( \lambda \) is thermal conductivity, \( \lambda = \frac{C}{\rho C_v} \) is work-hardening, \( R_0 = \frac{C}{\rho C_v \dot{\varepsilon}_0} \) is strain-rate sensitivity, and \( P = -\left( \frac{C}{\rho C_v} \right) \) is the thermal softening.

Generally, the critical strain for initiation decreases with increasing strain rate [228], which results from the increase in strength at higher strain rates [108]. Low strain-rate sensitivity reduces the strain for initiation of shear bands [229]. Shear localization is inhibited by strain hardening [229]. However, it is commonly assumed that the instability of shear bands results from thermal softening [10,12]. Internal heat generation is considered to be vital for the initiation of ASBs, and is incorporated in the classical Johnson-Cook model [230,231], the Kocks-Mecking model [232,233], continuum viscoplasticity models [116,234], and crystal plasticity models [235–237].

In general, the predominant criterion for the onset of adiabatic shear localization is the attainment of a critical strain value. This parameter can also be considered as a failure criterion for the engineering design, which marks the onset of the catastrophic failure.

There are numerous initiation sites for shear bands, which can be due to geometrical or microstructural inhomogeneities. Armstrong [238] and Armstrong and Zerilli [239] proposed that dislocation pile up releases were an important microstructural mechanism of strain and heat localization in BCC metals and could trigger the initiation of shear bands. Indeed, they proved, through calculations [239], that the local temperature rise produced by a pileup upon bursting through a grain boundary was significant. Meyers et al. [37]
commented on other internal inhomogeneities which could give rise to the initiation of shear localization. Fractured second-phase particles, can generate strain concentration in the matrix at the extremities of the fracture. Some grains can undergo orientational softening by rotating towards a lower Schmid factor with plastic strain, decreasing its “effective” flow stress. This results in a concentration of strain in this grain, with an associated temperature increase. In martensitic alloys, such as quenched steels, martensitic lenses or laths are crystallographically oriented within each grain. Inter-lath or inter-lens sliding becomes a favored deformation mechanism because the retained austenite has a lower flow stress than the transformed region. Thus, there will be a tendency for localized heating and shear-band initiation; the same happens in mechanical twinning.

4.2. The Taylor-Quinney conversion parameter

Taylor and Quinney [34] investigated the temperature rise (using thermocouples attached to the specimens) in severe plastic deformation by torsion and compression tests in copper, mild steel, and decarburized mild steel, the latter being essentially equivalent to pure iron. They also performed calorimetric measurements. Their results were consistent and showed that the conversion of plastic work into heat had an efficiency between 80 and 100 percent. This parameter became known as the Taylor-Quinney parameter and is usually designated by $\beta$; it is used in coupled thermomechanical equations to estimate the temperature rise. It should be mentioned that these original, carefully conducted measurements, date from 1934, the year in which dislocations were postulated. The fraction of work stored in the material agrees well with calculations based on dislocation evolution and their self-energy; this value, the stored energy of cold work, represents 10 to 20 pct. of the deformation energy. Fig. 18 (a) shows the evolution of $\beta$ in aluminum measured with IR detectors during a Hopkinson (Kolsky) bar experiment. The agreement with the early experiments by Taylor and Quinney is evident, in spite of the very large difference in strain rate. Indeed, if the strain rate is above 800 s$^{-1}$, the process can be assumed to be adiabatic, simplifying the analysis. The results obtained by Mason et al. [240] using IR detectors for titanium were surprising: $\beta$ increased with plastic strain to close to 1 and then decreased to 0.5 for a strain of 0.17. Similar experiments conducted on 4340 steel, 2024 Al, Ti-6Al-4V, and Inconel 718 confirmed lower values of $\beta$ in the dynamic regime. The experiments by Smith et al. [241] used simultaneously digital image correlation and IR measurements which, together, can establish the spatial and temporal variation of $\beta$ in dynamic tension experiments.

The crucial question that needs to be answered is: where does the deformation energy go, if the temperature increase is significantly lower than the original Taylor-Quinney estimate? Twinning, phase transformations, nanometer and micrometer sized cracks, can all contribute

![Fig. 18. Taylor-Quinney conversion parameter $\beta$ expressing fraction of deformation work transformed into heat for (a) 2024 aluminum and (b) Ti-6Al-4V [240].](image-url)
to permanent deformation and do not necessarily have the same energetics as dislocations. As Taylor and Quinney [34] pointed out in 1934, there are also possible temperature differences between the inside and surface of the specimens which contribute to differences. Importantly, the stress state at the surface is different from the interior as the lateral constraints are relaxed by the boundary conditions (biaxial vs. 3D stress state). This aspect has yet to be considered by researchers. Additionally, the defect evolution of the surface and bulk are different. It is not implausible to think that the dislocations close to the surface exit the specimen, with a decreased work hardening.

4.3. Evolution of shear bands

Critical conditions, orientation directions, and initial growth rate for shear-band formation have been derived through various numerical models for viscoplastic materials including metals and polymers. Shawki et al. [242] developed an ordinary differential equation to describe the local evolution of the plastic strain rate during simple shear deformation in a thermo-viscoplastic material by neglecting the elastic deformation and heat conduction effects. Meanwhile, the shear localization is presented in forms of the qualitative behavior of the aforementioned ordinary differential equation. Molinari and Clifton [229,243] applied a fully nonlinear closed form analysis to predict the critical conditions for shear localization in thermo-viscoplastic materials subjected to simple shear deformation.

These idealizations neglect heat conduction, inertia, and elasticity. The explicit results showed the roles of strain-rate sensitivity, thermal softening, strain hardening rate, and initial imperfections on the shear localization behavior. Burns [244] applied a two-timing asymptotic expansion of a particular constitutive model to consider the time-dependent homogeneous solution in the stability analysis. Anand et al. [245] introduced a tridimensional generalization of the linear perturbation analysis to investigate the initiation of shear localization. The prediction of critical formation conditions, emergent direction, and incipient growth rate of a shear band under both quasi-static isothermal deformation and dynamic adiabatic shear-band deformation conditions was qualitatively correct. Wright et al. [246–249] investigated the problem of shear-band formation around a small initial perturbation in one dimension by applying a fully nonlinear finite element calculation. It also included small variations in initial temperature or in material strength as well as geometrical defects to obtain a further generalization prediction for the initiation of a shear band.

Fressengeas and Molinari [250] presented a novel relative perturbation method accounting for non-steady plastic flow in a thermal-viscoplastic hardening material with heat conduction. It provided the criteria for both instability and localization which showed better agreement with the available nonlinear results and experimental data.

Giovanola [222] concluded that void initiation and development did not occur before the inception of thermomechanical instability. The loss of load-carrying capability was attributed to the void nucleation process. Thus, the softening was due to geometric effects instead of temperature. In agreement with Giovanola [222], Bai, Xue, and coworkers [102,251] also concluded that void or crack nucleation was the factor leading to the loss of load-carrying ability in steels and titanium alloys. The remnants of these elongated voids are seen in the surfaces of the separated parts after Hopkinson torsional bar experiments. Nevertheless, transmission electron microscope examinations of specimens prior to failure (principally, hat-shaped specimens where the forced shear was interrupted at various stages prior to fracture) revealed that dynamic recrystallization preceded void or crack generation, growth, and coalescence. Flockhart et al. [252] proposed an approach by correlating the onset of adiabatic shear failure to the appearance of velocity discontinuities, which can be revealed by the shear strain-rate maxima in the finite element simulation in high-rate deformation problems. Xing et al. [253] investigated the instability evolution in adiabatic shear localization in hot-rolled low-carbon steel both experimentally and numerically. They found that several fine shear bands, which are the shear fluctuations, developed before the onset of the final shear localization and some of these finite amplitude disturbances evolved into fully developed shear bands.

Schoenfeld and Kad [254] described a 2D plane strain model for polycrystalline Ti-6Al-4V alloy by applying the single-crystal theory as a constitutive routine within an explicit finite element code. In their work, both slip and twinning were incorporated, which are related to different local flow stresses, depending on the cell orientation. The influence of anisotropy on ASB formation was explicitly demonstrated. The work of Clayton [255] who considered large strains, thermodynamics, nonlinear elasticity, energy storage mechanisms, and volume changes related to residual stress fields of lattice defects in modelling the dynamic performance of aluminum alloys should also be mentioned. A coarse-grained crystal plasticity model was proposed, indicating that microstructure is instrumental in improving the impact toughness of these materials by increasing their shear strength or by initial processing that enhance the activity of dynamic energy storage mechanisms related to dissipation mechanisms. This was studied numerically by Dolinski et al. [256] and was demonstrated to be successful for a variety of problems involving high strain-rate loading. Kuriyama and Meyers [257] also found that the stress and strain distributions at the tip of a shear band (the ‘process zone’) were non-uniform by applying the finite element method to the elastoplastic material exhibiting softening as shown in Fig. 19. They showed that the “adiabatic” material (Ti) exhibits greater strains than the “parabolic” (continuously hardening) material at the same position and applied traction. The treatments above do not incorporate any structural changes.

Dynamic recrystallization (DRX) has been recognized as an important component during the formation of adiabatic shear localization. Medyanik et al. [258] considered a criterion based on a dynamic recrystallization deformation mechanism. It is formulated in terms of temperature and strain rate to predict the initiation and propagation of dynamic ASBs, as well as the onset of ductile failure. Dynamic recrystallization is presumed to instigate the material to act like a viscous fluid, leading to the collapse of flow stress. This mechanism needs elevated temperatures to trigger dynamic recrystallization and subsequent shear-band formation. Thus, adiabatic shear localization is proposed to influence not only a mechanical instability but also the microstructural softening prior to any softening. The discontinuously evolving damage mechanism cannot be recognized as an abrupt instability by previous theory, and is described as a gradual transition process that contains nucleation, growth, and failure stages [259].
of cold work is suggested to dominate the formation of DRX and subsequent shear localization process [260]. In other words, these authors proposed that the microstructure softening transformations dominated by the stored energy by cold working, such as DRX, are responsible for the formation of an adiabatic shear band. Bronkhorst et al. [138] have also modeled the process of adiabatic shear-band formation using DRX as a trigger for the discontinuous drop in the flow stress. Their contribution is discussed in Section 12.

Andrade and Meyers [108] proposed a modification of the Johnson-Cook equation incorporating a discontinuous drop in strength caused by recrystallization. This is shown in Fig. 20, where the flow stresses at the plastic strain 0.3 and different temperatures are presented for cold-worked and shock-hardened copper. There is a good fit between experimental results and the modified Johnson-Cook equation with a proper choice of parameters. The flow stress decreases discontinuously with a drop at the dynamic recrystallization temperatures: \(-600\sim700\) K \((-0.5 T_{\text{melting}})\). A physics-motivated model for evaluating the combined roles of thermal softening and microstructural softening through dynamic recrystallization (DRX) in ASB onset was developed by Longere [261]. He also presented a unified method to demonstrate entire processes of deformation, involving different stages of shear localization in the large-scale postulated framework. Two extreme conditions were proposed based on the simulation results: one is for late DRX initiation where ASB onset is determined by thermal softening and the other is for early DRX initiation where ASB onset is mainly attributed to microstructural transformations. Between these two conditions, both softening mechanisms play important roles in the onset of ASB. The dynamic recrystallization mechanism will be presented in detail in Section 12.

Although thermal considerations have been extensively investigated, many aspects related to the formation of ASBs have also been explored both numerically and experimentally. Numerical modeling performed by Needleman and Tvergaard [262] demonstrated that microvoid-induced damage softening is also important in addition to thermal softening during ASB onset. Cowie et al. [263] also revealed that micro-void damage can play an important role in the initiation of shear bands under high strain-rate loading. They observed that failure initiates and develops by progressive nucleation, growth and coalescence of microvoids and microcracks during shear deformation in ultrahigh-strength steels. The sudden drop of flow stress in the deformation area was related to microvoid formation as a softening mechanism. Once the failure initiates, the combination of thermal and microvoid softening effects will compete with the strain hardening effect within the adiabatic shear band.

Kudryashov et al. [264] considered the process of adiabatic shear localization using a one-dimensional model in an infinite slab of incompressible elastic, thermo-visco-plastic material by involving a strain hardening factor. They presented a finite difference approach based on the Courant-Isaacson-Rees scheme which enables observing the processes from initiation of ASB to the final stage. They also concluded that the strain hardening effect changes the quantitative characteristics of the formation of shear bands. The total number of the ASBs and the average distance between them are predicted numerically. It shows that the average distance between ASBs in HY-100 steel tends to follow the Grady-Kipp estimation but that for OFHC copper is closer to Wright-Ockendon and Wright-Zhou-Ramesh estimations. A detailed treatment of ASB spacing will be presented in Section 11.6.

Zhang et al. [265] performed thermo-mechanical crystal plasticity calculations considering internal heat generation to describe the dynamic loading of an HCP polycrystal. They confirmed previous findings presented earlier in this section (Molinari and Clifton [229,243]; Fressengeas and Molinari [250]) that the balance between plastic heat generation and thermal diffusion plays a significant role in controlling thermal softening, strain localization, and ASB formation. The microstructure was considered to play an important role in ASB initiation and propagation, as well as their arrest and disruption. At a higher strain-rate, the heat dissipation rate was higher due to the decreased heat conduction, inducing a much higher temperature, thermal softening, and further slip development as well as

![Fig. 19. Comparison of process zone (inferred from plastic strain distributions along Y'Y') between a material with adiabatic stress–strain curve and with monotonic (parabolic) work-hardening curve. The calculated adiabatic curves are full and the parabolic ones dashed. The plastic strains in the adiabatic curve are higher than in the ones for parabolic hardening at the same positions ahead of the band tip. Thus, the propagation is easier for the adiabatic case [257].](image-url)
enhanced internal heat generation, finally leading to the formation of the ASB. At a lower loading rate, thermal conduction redistributes temperature fields and inhibits strong softening as well as strain localization, leading to much more diffuse shear bands. They also found that thermal perturbation ("hot spots"), resulting in local sharp temperature gradients developed in strained regions, leading to local thermo-mechanical heterogeneities and to instability and formation of shear bands. As seen in Fig. 21, shear bands develop from the "hot spots" labeled as h1, h2, h3 and h4 and a heterogeneous temperature distribution exists within the shear bands [265]. Using the finite simulation method, Teng et al. [266] proposed that the "hot spots," where temperature rises more significantly, occur periodically and act as the initiation sites for the crack. It is concluded from both simulation and experimental results that the formation and linkage of micro-cracks within the shear band results in a single major crack.

In addition, Marchand and Duffy [101] proposed that the development of shear banding consisted of three stages: first, the deformation is homogeneous before the onset of shear instability; second, right after the initial instability, plastic strain becomes mildly heterogenous while the plastic deformation zone is retained; third, the deformation zone localizes in a narrower region, the stress drops significantly, and shear localization occurs. Instability originates when stable and homogeneous plastic deformation becomes heterogenous. This is just the inception of the heterogenous deformation instead of the onset of the ASB, while the stress collapse is a fast-growing dynamic process corresponding to the inception and development of ASB. Xu [150] investigated the dynamic deformation behavior of an armor steel at shear strain rates ranging from $5 \times 10^3$ s$^{-1}$ to $4.5 \times 10^4$ s$^{-1}$ using newly-designed double shear specimens. The relationship between shear stress and strain, and the deformation profiles of the specimen are presented in Fig. 22 (a). Three regimes were also defined as the elastic regime, the plastic deformation regime, and the failure regime, corresponding to increasing shear strains in the specimen.

The separation into two stages, instability and localization, was also emphasized by Wright [12] as one of the foundations of ASB formation. Instability sets in when $dr/d\gamma < 0$. Localization, with the formation of an adiabatic shear, occurs at a higher strain. This is

![Fig. 20.](Image)

**Fig. 20.** Experimentally determined and computed flow stress (at a plastic strain of 0.3) as a function of temperature for: (red) cold-worked and, (green) pre-shocked copper. Recrystallization produces a discontinuity in flow stress, with pronounced softening [108]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

![Fig. 21.](Image)

**Fig. 21.** The simulated temperature variation during loading (A, B) and unloading (C, D) of the polycrystalline specimen. The illustration of temperature distribution corresponds to points A, B, C and D shown in the target velocity–time curve [265].
shown in Fig. 22 (b). The distinction between instability and localization was discussed in the early work of Molinari and colleagues between 1985 and 1988; the three stages of the adiabatic shear band process were also described by Molinari and Clifton [243].

Fressengeas and Molinari [250] established, using a relative perturbation method, the criteria for instability and localization for a material with constitutive equation given by:

$$\tau = AT \dot{\gamma}^m \gamma^n$$ (15)

where $\nu$, $m$, and $n$ are thermal softening, strain rate sensitivity, and work hardening, respectively, and $A$ is a pre-exponential parameter.

Instability: $\nu + n < 0$,

Localization: $\nu + n + m < 0$.

For a material to undergo instability, the thermal softening term $\nu$, which is negative, has to numerically exceed work hardening $n$. For localization, the thermal softening has to exceed the magnitude of the sum $(m + n)$.

All these works certainly have blazed a trail in the study of the shear localized deformation, but microstructural evolution during shearing was not revealed, and the relationship of the mechanical parameters with the microstructures in the shear bands are of significance, and need to be explored. The original SHPB cannot record the microstructure changes during localization. However, Bai and Xue et al. [52], who have modified the original SHPB (Section 3.1) by incorporating torsion, combined the measurements of the mechanical parameters with corresponding microstructures as well as the formation and evolution processes of shear localization.

Very precise experiments need to be conducted to reveal the relative contributions of thermal softening and microstructural softening to the evolution of shear bands. Dynamic recrystallization (DRX) is the primary microstructural evolution mechanism. The
potentially important role of microstructure (e.g. texture) in both promoting and inhibiting ASB initiation and propagation in materials cannot be ignored. However, the contributions and importance of each mechanism to the overall shear failure process are still incompletely understood.

5. Estimation of characteristic parameters during shear localization

Since the thermo-mechanical history during shear-band formation is rather complex, thermal excursion is an important factor during the initiation of shear localization. Meanwhile, the shear-band thickness is also dominant in the propagation and evolution process of the shear band. Theoretical models have been established to predict the local heat generation, shear-band width, and velocity of propagation; they are discussed in this section.

Fig. 23. The calculated temperature evolution of shear bands with (a) strain [19]; (b) distance to the SB center and (c) time in different materials.
5.1. Calculation of temperature rise and cooling rate

The temperature increase and subsequent cooling of the shear band can be calculated at different levels of exactness. A simple situation, based on the Johnson-Cook equation combined with the (adiabatic) temperature rise from deformation energy, will be presented below. The heating process is assumed to be adiabatic, with no heat exchange to the surrounding environment. This leads to an adiabatic temperature rise from a reference temperature $T_r$. Once the deformation stops, heat transfer to the surroundings starts and the temperature $T$ in the shear band decreases until equilibrium with the surroundings. A semi-infinite body is assumed for simplicity. The temperature $T$ is therefore strictly a function of the true strain $\varepsilon$ as presented in Fig. 23 (a) for copper, titanium, and tantalum [19].

The temperature rise was estimated with the conversion of the deformation energy to the internal energy by the Taylor-Quinney factor $\beta$ (this ratio defined in Eq. (10)):

$$\sigma = (\sigma_0 + B\varepsilon^n) \left(1 + C \ln \left(\frac{\dot{\varepsilon}}{\varepsilon_0^*}\right)\right) e^{a(T-T_0)}$$  \hspace{1cm} (16)$$

$$T = T_0 + A \left[e^{-A(T-T_0)} \left(1 + C \ln \left(\frac{\dot{\varepsilon}}{\varepsilon_0^*}\right)\right) \right]$$  \hspace{1cm} (17)$$

where $T_0$ describes the initial absolute temperature, and $A$, $B$, $C$ and $n$ are parameters in the Johnson-Cook model as have been defined in Eq. (9). This is a slight modification from Eqs. (9) and (12).

Assuming that shear bands are in an infinite environment, one can obtain the cooling temperature as a function of time $t$ and the distance to the middle of shear band $x$ [267]. If the region $-a < x < a$ is initially at constant temperature $T_0$ and the region $|x| > a$ is initially at zero,

$$T = \frac{1}{2}T_0 \left\{ \text{erf} \left(\frac{a-x}{2\sqrt{\kappa t}}\right) + \text{erf} \left(\frac{a+x}{2\sqrt{\kappa t}}\right) \right\}$$  \hspace{1cm} (18)$$

where $\kappa$ is the thermal diffusivity, $\kappa = \lambda/\rho C_p$ ($\rho$ represents density, and $C_p$ represents the specific heat capacity at the constant pressure). Calculated temperatures at various positions and times, for Ti, Mg, Ti-6Al-4V alloy, Cu, and 304 stainless steel, are presented in Fig. 23 (b) and (c), respectively. More complex formulations, using finite difference, finite element, and analytical methods reach more exact solutions, but this equation is a very good first approximation.

Another way to calculate the temperature rise inside a shear band with a thickness $2L$ is through the linear heat transfer theory [267]. One assumes that the region $x > 0$ with zero initial temperature and the heat is produced at a constant rate $A_0$ (where $A_0$ is heat generation per unit time and per unit volume for $t > 0$) in a region $0 < x < l$, and that there is no outflow of heat at position $x = 0$. The

Fig. 24. The calculated temperature profiles within and around shear bands for different times after deformation: 50, 100, and 200 µs: (a) Ti; (b) Mg; (c) Cu; (d) Ti-6Al-4V; (e) AISI 304 Stainless Steel.
temperature rise can be represented by:

\[
T = \frac{\kappa A_0 t}{\lambda} \left\{ 1 - \frac{2^2 \text{erfc} \left( \frac{l-x}{2\sqrt{\kappa t}} \right)}{2^2 \text{erfc} \left( \frac{x-l}{2\sqrt{\kappa t}} \right)} \right\} \quad 0 < x < l
\]

\[
T = \frac{2\kappa A_0 t}{\lambda} \left\{ \text{erfc} \left( \frac{x-l}{2\sqrt{\kappa t}} \right) - \text{erfc} \left( \frac{x}{2\sqrt{\kappa t}} \right) \right\} \quad x > l
\]

where \( x \) is the distance from the center of the ASB. Temperature rises in shear bands with thickness of 20 \( \mu m \) for Ti, Mg, Cu, Ti-6Al-4V and 304 stainless steel as a function of distance to the center are shown in Fig. 24. These are the same materials analyzed in Fig. 23 (b) and (c). They all reach recrystallization temperatures (half of melting temperature) within the time of 200 \( \mu s \), but more exact experimentally-based heat generation rates \( A_0 \) can be applied to the different conditions and materials.

5.2. Shear-Band width prediction

The determination of the shear-band width is an important endeavor. There are essentially four equations predicting it as a function of material parameters.

The Bai-Dodd theory [268] has the following equation to predict the width of the shear band, \( \delta \):

\[
\delta = 2 \left( \frac{\lambda T}{\tau} \right)^{1/2}
\]

(21)

Since the Bai-Dodd equation does not consider the thermal softening effect in the shear band, Grady [160] analyzed the shear-band thickness with minimized dissipation corresponding to the fastest growth rate for the shear band and proposed this width as the optimum one. Thus, the width of shear band, incorporating the thermal softening coefficient \( \alpha \), is:

\[
\delta = \left( \frac{16\lambda}{\tau^3 C_p \dot{\gamma}} \right)^{1/4}
\]

(22)

The thermal softening coefficient in shear band, \( \alpha \), assumes a linear behavior:

\[
\tau = \tau_0 (1 + \alpha (T_0 - T))
\]

(23)

where \( T_0 \) the initial temperature, and \( \tau_0 \) is the reference shear stress. Another slightly modified form of Grady’s equation replaces 16 by 9.

The results obtained by Andrade et al. [108] for copper show a reasonable agreement with both Bai et al. [269] and Grady et al. [160] equations (Fig. 25). The experimental thickness of shear bands parallels these two equations. Although both equations describe a reduction in the width of shear bands with the increase of flow stress and shear strain rate, the abrupt drop for the ultrafine-grained (UFG) copper was caused by a change in mechanism causing a loss of mechanical stability. It was attributed to the increased propensity of thermal softening and disappearance of strain-hardening in ultrafine grained materials. As an initial attempt by Grady [161], this
thermal softening parameter $\alpha$ in Eq. (23) describes a linear thermal softening relationship with the melting temperature. This is labeled Grady Equation in Fig. 25. With the effort to describe a more significant thermal softening effect in the ultrafine-grained copper, it was assumed that the full softening was reached at 400 K [82]. The corresponding results are shown in Fig. 25 and are

Fig. 26. Schematics for the dependence between imposed shear deformation velocity $V$ and propagation velocity of shear-band front $C$. (a) Geometry of velocity $V$ and $C$. $C$ is dependent on $V$; (b) Numerical modeling of the effects of the applied velocity $V$ on the stationary shear band speed $C$ for CRS-1018 steel. The enlarged box shows the existence of a critical velocity $V_c$ below which no propagation is observed due to heat conductivity effects: transition from isothermal ($V < V_c$) to adiabatic process ($V > V_c$). Note the presence of three stages. In stage I ($V < V^*$), the band propagation is controlled by external work. In stage III, the propagation is driven by the elastic energy release. (c) Evolution of the shear band width in CRS-1018 steel as a function of the applied velocity $V$ for two different constitutive laws [276].
labeled Eq. (2). A good fit with Grady’s equation for the UFG materials has been demonstrated by adopting an accelerated linear thermal-softening.

The shear-band width was also calculated in a more complete manner incorporating strain rate hardening, by Dinzart and Molinari [270], yielding the expression:

\[ \delta \approx 6\sqrt{2m} \frac{k_o T_0}{v_o \tau_o} \]  

(24)

where \( k_o \) is the conductivity, \( \alpha \) is the thermal sensitivity and \( v_0 \) the relative displacement velocity imparted to the system. The constitutive equation used is similar to Grady’s with the addition of the strain rate effect.

An alternative expression was obtained by Dinzart and Molinari to provide direct comparison with the Bai-Dodd equation:

\[ \delta \approx \sqrt{6\sqrt{2m} \frac{k_o T_0}{\sqrt{\alpha \tau_o}}} \]  

(25)

Wright [12] comments that the experimental results are twice of Bai’s equation predictions. Wright and Ockendon [271] have an alternative expression:

\[ \delta \approx \frac{2m}{1 - m} \frac{k_o T_0}{v_0 \tau_o} \]  

(26)

The ratio \( \delta_{D-M}/\delta_{W-O} \) is approximately equal to \( 3 \times 2^{1/2} \). Thus, the predictions are very close.

5.3. Velocity of propagation of shear band

The determination of the shear-band velocity is an important endeavor, since shear bands do not generate a uniform shear deformation but are the result of the deformation at the front, also known as the “process zone”. This has been first measured by Marchand and Duffy [101] for HY-100 steel in the geometry shown in Fig. 4 at a strain rate of 1600 s\(^{-1}\). The speed of propagation was estimated to be 520 m/s. Kalthoff and Winkler [182] studied double-notched plates impacted with a cylindrical projectile. They reported a transition of the failure mode between crack propagation and adiabatic shear band propagation depending on the notch-tip radius and the impact velocity. Grady [160,272] used a simple one-dimensional analysis for a propagating shear band. Batra and Zhang [273] developed a numerical analysis and were able to numerically reproduce the experiments of Marchand and Duffy under different strain rates. They found that the strain rate had a strong effect on the velocity of propagation. Gioia and Ortiz [274] used a boundary layer theory to study the two-dimensional structure of a shear band propagating in a thermo-viscoplastic solid. Zhou et al. [115,116] used impacted pre-notched plates to study numerically and experimentally the propagation of an adiabatic shear band in C-300 steel and Ti-6Al-4V. A strong dependence of shear band speed on impact velocity, at lower impact velocities, and a tendency to saturate at higher impact velocities were observed.

An important advance was made by Mercier and Molinari [275]: they developed an analytical model based on the variational method to determine the speed of propagation in CRS-1018 steel and HY-100 steel (the one used by Marchand and Duffy [101]). They assumed a Mode II configuration in which the shear region is subjected to simple shear (Fig. 26 (a)). Velocities \( \pm V \) are applied to the left-hand side, generating a propagation velocity \( C \). In the variational method, the velocity \( C \) was obtained as a function of the size of the process zone and the shear-band width. The effects of strain hardening, strain-rate sensitivity, thermal softening and elastic shear modulus were incorporated into their theory but heat conduction was neglected. Their prediction of 905 m/s compared rather favorably with the Marchand and Duffy results of 510 m/s for the HY-100 alloy. For the CRS-1018 steel, they obtained a maximum shear-band velocity of approximately 1300 m/s. Using finite elements, Bonnet-Lebouvier et al. [276] expanded on the analytical model and obtained results incorporating heat conduction. The velocities were somewhat decreased but the analytical model was confirmed: a maximum velocity of ~ 800 m/s was obtained for the same CRS-1018 steel. The finite element prediction of the variation of shear-band velocity \( C \) with the velocity imparted to the free surfaces (Fig. 26 (b)) leads to a maximum close to 850 m/s when \( V \) is about 300 m/s. At Stage III, the velocity is governed by the rate of elastic energy release. There is also a velocity \( V \) below which (provided in the detail of the figure) no propagation takes place. In Stage I, the velocity is controlled by external work. The finite element method also predicted the width of the band, \( \delta \). It decreases with \( V \) for two constitutive descriptions that simulate CRS-1018 steel but with slight differences in the softening: for this model (#7 in figure) the yield strength becomes equal to zero at the melting point.

The relationship between \( V \) and the width \( \delta \) is provided in Fig. 26 (c) and can be expressed as:

\[ \delta = AV^{-0.5-1} \]  

(27)

where \( A \) is a parameter. The exponent depends on the constitutive equation adopted. The width decreases rapidly with the increase in velocity, \( V \). This relationship compares with the dependence assumed in Section 5.2 in which the width is expressed as a function of the strain rate, directly related to \( V \).

6. Variables related to shear localization

Many factors, such as geometrical design, microstructural characteristics, material properties, and environment temperature can
influence the transition from homogeneous deformation to shear strain localization under deformation at large strains and high strain rates \([126,277]\). The effects of some variables on shear localization are discussed in this section.

6.1. Geometrical aspects

For a general geometry of specimens, such as cylinders, the location of the initiation of shear localization cannot be predicted with exactitude. In the forced shear specimen design, such as hat-shaped specimen, the stress concentration in the shear region can take over other influences such as initial defects \([278,279]\). Thus, the forced shear geometry is excellent for systematically studying the deformation history of adiabatic shear localization. The difficulties in recognizing the random initiation sites of shear bands by a specimen exposed to general dynamic impact can be eliminated \([138]\). Additionally, such specimens can explore the multi-component stress effect on the microstructural evolution \([131]\).

The dimension ratio or the thickness of the specimen is also an important parameter during dynamic deformation. O’Donnell and Woodward \([69]\) carried out experiments on dynamic loading of aluminum cylindrical samples with a diameter of 4.76 mm. It was revealed that shear failure occurred only in specimens with a height \(>4\) mm and a threshold of aspect length/diameter \((L/D)\) ratio of about 1. This effect was also observed by Walley et al. \([126]\) in armor steels and W alloys in a large direct impact Hopkinson bar. The results showed a clear indication of shear fracture when \(L/D > 1\), a fact not observed in specimens with a smaller \(L/D\) ratio. Based on these results, it may be concluded that the shear failure of cylindrical specimens under dynamic impact is extremely sensitive to geometry, in addition to their physical properties. These differences are partly due to frictional boundary conditions at the ends and partly due to the existence of a plane at 45° entirely contained in specimen.

Meyer et al. \([280]\) used slightly inclined cylindrical compression specimens with the longitudinal axis at an angle with the direction of loading and observed a dependence of the stress for shear-band initiation on the angle. This design can achieve a wider differentiation of materials compared with the normal compressive loading.

6.2. Microstructural aspects

A significant aspect of microstructural influence on the formation of ASBs which has not yet received sufficient attention is the effect of crystallographic texture, together with the grain size distribution and dispersed phases or particles \([81]\). For the FCC, BCC and HCP structures, the cubic texture was revealed to inhibit the propagation of shear band advantageously. Clayton \([255]\) pointed out that microstructure was of great importance for the development of shear localization, such as random and rolled cubic textures, in addition

![Fig. 27. The evolution process of shear bands in HCP single and polycrystalline specimens under dynamic loading modeled by the finite element method \([265]\).]
to stored elastic energy and residual volume changes resulted from lattice defects, dislocations, impurities, and second phases.

Considering the crystallography aspect, the responses to uniaxial dynamic compression of single and polycrystal HCP materials were investigated, as presented in Fig. 27 [265]. For the single crystal, the shear band initiates at the top right side of the cylinder and propagates on prism slip planes to the other boundary. It was mentioned that during the inception of the ASB, wave propagation is the main nucleation source because of the heterogeneous deformation when the wavelength is smaller than the sample size (Fig. 27 (b) and (c)). The nucleation of ASBs in polycrystalline materials takes place in the interior of the specimens, in regions where slip is easier. The ASB tends to propagate in grains with a similar orientation, thus giving a wavy configuration, shown in Fig. 27 (e) and (f). For both single and polycrystal materials under dynamic impact, ASBs usually propagate in the direction of maximum shear stress. This shows that the thickness of the shear band in the single crystal was usually larger than that in polycrystal due to local crystal anisotropy. This leads to a higher heat generation in the narrower local band in the polycrystal, and a higher temperature rise. This is consistent with hot-spot observation as shown in Fig. 28 (a) by Guduru et al. [153] and localized recrystallization by Rittel et al. [281]. These results will be discussed in Section 13. Another conclusion is that both the inception and failure of ASBs are reached earlier in the polycrystal materials. This is also due to the Hall-Petch strengthening effect.

A fascinating and relevant analysis conducted by Molinari and Leroy [282] and applied to the earth’s crust predicts a two-dimensional variation in temperature akin to the observations. This analysis applies to any type of material. The particle velocity, if exclusively parallel to the shear-band direction, would not produce spatial variations in the thickness of the band. The analysis used a two-dimensional perturbation. Under certain conditions a two-dimensional flow was generated, which led to a two-dimensional temperature distribution. This condition is given from the constitutive equation below, which contains thermal softening, strain-rate hardening and strain hardening terms:

$$
\tau = \tau_0 \exp \left[ -\alpha \left( \frac{T}{T_0} - 1 \right) \right] \left( \frac{\dot{\gamma}}{\dot{\gamma}_0} \right)^m
$$

(28)

This type of instability occurs when thermal softening, expressed by \( \alpha \), equals strain rate sensitivity, expressed by \( m \). The two-dimensional distortion of an initially square grid is evident in Fig. 28 (b). Accordingly, the temperature distribution also has two-

![Fig. 28](image-url)

Fig. 28. (a) The thermal image of a shear band showing non-uniform temperature distribution along the length of the band using a two-dimensional high speed infrared camera [153]; (b) Calculated fluctuation in deformation seen from the distortion of an initially rectangular grid fusing a bidimensional flow perturbation analysis for a material simulating earth’s outer crust; (c) Iso-temperature distribution lines (arbitrary scale) exhibiting a spatial pattern. The extremes \(-1\) and \(+1\) represent an arbitrary temperature scale [282].
dimensional fluctuations as shown in Fig. 28 (c). This is an arbitrary scale varying from $-1$ to $+1$. This self-organization can lead to the pattern observed by Guduru et al. [153] and to fluctuations in the thickness of the band, to be discussed later (Fig. 76, Section 13).

Particle reinforced metal-matrix composites (MMCs) are also a typical class of microstructure-sensitive materials [283,284]. Experimental investigations have shown that both fraction and size of the reinforcing phase have a significant effect on formation of adiabatic shear bands in MMCs. Lee et al. [285] performed ballistic tests on SiC whisker reinforced aluminum matrix composites and found that the high fraction of SiC whiskers blocks adiabatic shear band propagation. The susceptibility of aluminum alloys to shear localization was found to increase with alumina particulate reinforcement [286]. Dai et al. [287] found a significant effect of particle size on shear localization in SiCp/2024Al matrix composites. As displayed in Fig. 29, the composite reinforced by the smallest SiC particles (3.5 μm) formed well-defined shear bands (Fig. 29 (a)), while the ones with larger particle size of 10 μm (Fig. 29 (b)) and 20 μm (Fig. 29 (c)) tended to deform inhomogeneously without any visible shear band. This indicates that ASBs are more likely to form in

![Deformation patterns of SiCp/2024Al matrix composites](image)

Fig. 29. Deformation patterns of SiCp/2024Al matrix composites: (a) 3.5 μm SiC particle; (b) 10 μm SiC particle and (c) 20 μm SiC particle [287].
the composite reinforced with smaller particles. This size-dependent phenomenon has also been revealed by other researchers [288,289]. Shih et al. [226] examined the shear localization mechanism in granular SiC and found the fragmentation within the shear bands.

The development of ASBs was also observed in AISI 4340 steel for specimens with inhomogeneous microstructure [290]. The study showed that the tempered steel specimens, with an inhomogeneous microstructure composed of precipitated carbides and high-hardness matrix, were more susceptible to the formation of ASBs. Yiadom [277] showed that microstructural inhomogeneities between the precipitated carbides and the ferrite matrix were more prone to the nucleation of ASBs.

Theoretical analysis was performed to reveal the underlying mechanism of size dependent behavior in MMCs, Dai and coworkers [283,291] developed a microscopic mechanism based strain gradient constitutive theory, where the strengthening effects due to statistically stored and geometrically necessary dislocations are considered. The results showed that the smaller the size of particle, the larger the strain gradient and the lower critical instability shear strain in the metal matrix composite. These analytical results are in

Fig. 30. Sequence of formation of shear bands and chips in machining titanium alloy according to Komanduri and Von Turkovich [198].
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good accordance with the aforementioned experimental observations.

Li et al. [81] carried out an investigation on the shear instability in materials with different grain sizes, for example, UFG titanium. Both theory and experiments revealed that initial defects such as precipitates, other phases, inclusions, cracks, and boundaries in layered materials can act as potential inception sites for shear bands [279,292].

6.3. Material properties

As discussed in Section 4, the shear localization was found to be strongly dependent on material variables, including physical and mechanical parameters. Since the thermal softening parameter, strain hardening rate, and strain-rate sensitivity are three dominant effects for the development of shear bands, the thermal-related parameters are first discussed here. It is well recognized that the material will be more sensitive to shear localization if it has a lower heat capacity and lower thermal conductivity. The low heat capacity generates a high rate of temperature rise under the same input of plastic work; meanwhile it also provides a slow thermal diffusion rate of heat into surroundings and accelerates the heat accumulation in a localized area. Metals with low heat capacity and thermal conductivity, such as Ti and titanium alloys ($C = 500$ J/kgK, $\lambda = 19$ W/mK), are found to be much more prone to shear localization under high strain rate deformation [37]. Correspondingly, those metals with high thermal parameters, for example pure copper ($C = 385$ J/kgK, $\lambda = 400$ W/mK) and pure aluminum ($C = 903$ J/kgK, $\lambda = 238$ W/mK), are much less susceptible to adiabatic shear formation [79].

High strain hardening and strain-rate hardening effects may overcome thermal softening and make localized shear deformation impossible. One of the differences between pure metals and their alloys is the lower strain hardening rate for the alloys. For example, in copper alloys, distinctive shear localization has been observed. For copper, shock pre-deformation to a high yield stress and low work hardening are needed, which will be discussed further in Section 15. This is due to the alloying elements which offer more barriers to dislocation slip and result in an increase in flow stress. Once plastic localization develops, the local strain rate increases dramatically. If the materials have a relatively high strain-rate hardening, further development of shear localization may be suppressed. Therefore, Argon [39] pointed out that materials which are sensitive to strain rates are less prevalent to shear localization because they can undergo more homogeneous deformation. This is akin to Newtonian viscous behavior.

Besides, Xu et al. [251] revealed that the critical shear localization strain was significantly influenced by the strength of materials with different microstructures at constant strain rates. The critical strain values for the quenched, quenched and tempered, and normalized steels are found at 0.30, 0.36 and 0.8. This indicates that the steel with quenched martensite has greater propensity to shear localize among the three. Thus, the higher the strength, the easier it is for deformation to localize. A key challenge in the development of armor is to obtain simultaneously a high surface hardness and resistance to shear localization.

Fig. 31. (a) Adiabatic shear band width as function of the cutting speed for a titanium alloy Ti-6Al-4V for two cutting depths (feed): 0.12 and 0.25 mm. This exponent of $-1$ is predicted from theory by Molinari et al. [188]. (b) Frequency of chip segmentation in Ti–6Al–4 V alloy as a function of the cutting speed. There is excellent agreement with the theoretical exponent predicted by Eq. (30), especially in the higher velocity regime where the slope is $7/4$. 
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7. Estimation of shear band parameters in machining

Mechanical machining was introduced in Section 3.6. Here we will summarize some shear-band related properties during the machining process. The breakup of machining chips is a desirable property. Long continuous chips can form something referred to as “birdnesting” and have to be periodically removed by operator, since they will get trapped in the chuck or tool. The breakup of chips occurs by the generation and propagation of shear bands.

Chip formation is especially prevalent in titanium alloys and is a function of material as well as processing parameters. The constitutive equation of the material describes its response to the imparted deformation. The tool/rake angle and velocity are the principal process parameters. The classic work by Komanduri and Von Turkovich [198] describes the sequence of events in chip formation (Fig. 30). As the tool advances it generates a shear band in the material that is being machined (Fig. 30(a)). Further advance and the tool penetrates into virgin material, as significant deformation occurs in the shear band. This concentrated deformation increases with the advance of the tool (Fig. 30(c)). At a critical strain, a second band is initiated and propagates into the material.

The formation of machining in Ti-6Al-4V was experimentally determined at different tool velocities by Molinari et al. [188]. At low velocities the tool was attached to a universal testing machine. For high velocities, the tool was attached to a compressed air gun providing a velocity of up to 73 m/s. The perturbation analysis which was applied predicted the width of the shear bands as well as their spacing as a function of tool velocity. The width decreases with velocity from a value of 7 μm to <2 μm as shown in Fig. 31 (a). The inverse relationship in log–log plot provides an exponent of −1.

Using the Molinari perturbation analysis given in Section 5.3 and making a number of approximations, the following expression was obtained for the characteristic spacing of shear bands, \( L_c \):

\[
L_c \approx AV^{-3/4}
\]

where \( V \) is the velocity of the tool. The frequency of chip segmentation, \( f \), which is equal to the number of chips formed per unit time, is obtained from:

\[
f = \frac{V}{L_c} = \frac{(V \sin \phi)}{L_c} = \frac{\sin \phi}{A} V^{7/4}
\]

where \( \phi \) is the angle of the shear-band plane with the surface of the material, which is only weakly velocity dependent. Thus, the theoretical predictions are fully consistent with the experimental observations as shown in Fig. 31 (b). This is particularly the case at higher velocities, where the exponent is 7/4.

Subsequent finite element calculations by Miguélez et al. [293] corroborated the effect of strain rate on shear-band spacing (Fig. 32) and width for the same alloy. It can be concluded that the process of chip formation and separation is well understood experimentally, analytically, and computationally.

8. Shear bands in severe plastic deformation

Shear localization manifests itself in severe plastic deformation processes such as equal-channel angular pressing (ECAP) in which a metallic sample is pushed through a die with two channels making an angle as high as 90°. This redirection of the plastic flow within

Fig. 32. Chip formation in Ti-6Al-4V alloy modelled by FEM. As cutting speed (depth of cut (feed)) is 50 and 100 μm) increases, the chip spacing decreases. Equivalent (or effective) plastic strain level contours are shown [293].
the channel, through a sharp elbow, generates a high local deformation; the shear strain is as high as 1. Successive passes lead to strains that can yield values all the way to 8 or 10. In some cases, when the metal has limited ductility, such as magnesium and its alloys, the sharp angle makes deformation very difficult and generates multiple cracks that are originated from shear bands. Thus, the grain size reduction associated with the severe plastic deformation becomes impossible.

Lapovok et al. [294] applied the perturbation analysis developed by Molinari [163] to AZ31 magnesium alloy processed by ECAP. The strain rate imparted by ECAP was on the order of 0.05 s\(^{-1}\) and cylindrical specimens were thus tested at strain rates of 0.03, 0.3, and 3 s\(^{-1}\) in compression at 250 °C to obtain the parameters in the constitutive description of this alloy, in particular the strain-rate sensitivity. Shear bands were observed in the specimens, whose spacing decreased with increasing strain rate (Fig. 33). The calculated shear-band spacing showed the same deformation velocity dependence as the observed values. The sensitivity of the spacing to the back pressure was also obtained. This study demonstrates that shear bands formed in a quasi-static regime can be modeled by similar methods as the ones developed for high strain-rate deformation.

9. Deformed and transformed bands

Shear bands were traditionally divided to deformed or transformed, based on absence or presence of a shiny phase in optical microscopy. The former one refers to regions with severe deformation or elongation of the grains under dynamic plastic deformation. The transformed band is also called the white-etching band, and has attracted significant attention since it was proposed that a phase transformation occurs inside the band. White-etching shear bands have been reported in steels [295–297], titanium and its alloys [298–300], tantalum and its alloys [301,302], aluminum alloys [303], and magnesium alloys [304].

One of the first observations of shear bands, through transmission electron microscopy, is by Me-Bar and Shechtman [62]. After this landmark paper, detailed aspects on microstructural evolution within ASB have been extensively studied by TEM techniques, revealing a much-refined microstructure with nano-sized grains.

Whenever the rise of the temperature inside the shear band overpasses a solvus line, the phase transformation is thermodynamically favorable. The diffusion time is very limited and phase separation is often not possible due to kinetic effects. However, displacive transformations are much faster. Upon cooling, the opposite takes place, with the possible retention of high temperature phases or occurrence of martensitic transformation. In extreme conditions, an amorphous structure can be formed due to the very rapid cooling, whose times are on the order of milliseconds. These structures often have a shiny appearance because precipitates and second-phase particles were dissolved. However, a great fraction of transformed bands is now recognized as deformed bands, in which no phase transformation happens. There are also other structures where no obvious boundary line is crossed. The large deformation gives way to dynamic recrystallization, generating a new/ultrafine grain size which cannot be resolved by optical microscopy. This shows an apparent featureless morphology if observation is exclusively conducted by optical microscopy. This phenomenon will be discussed at length in Section 12.1. Here, we clarify that ASBs with phase transformation should continue to be called “transformed bands”, such as the so-called white etching bands in titanium alloys [305,306].

![Fig. 33. Effect of ECAP velocity and back pressure on the shear-band spacing in AZ31 magnesium alloy; experimental results are points whereas minimum and maximum shear band spacing (marked as predicted) are calculated by perturbation analysis [294].](image-url)
The microstructural differences between deformed and transformed bands are caused by different strain levels of deformation. Once material reaches a critical strain, the structure can reorganize itself into ultrafine- or nano-grains. For AM60B magnesium alloys, the shear band is called deformed describing the effect of shear deformation. At a larger localized strain, the deformed microstructure is replaced by nanocrystalline grains. The shear band was classified as transformed by Zou et al. [68] but obviously no phase transformation occurred. Li et al. [307] also reported two kinds of shear bands in 7075 Al alloys: one is deformed and the other is transformed. Recrystallized grains with 100 nm size were formed in the middle of the band. In addition, the grains were elongated at the edge of the band along the shear direction. The change of microhardness due to microstructure transformation will be discussed in the Section 10.

Trent [308] was the first to observe the white etching bands in steel. The results show that these bands exhibit either slightly yellow or white color in the sheared region. This was attributed to a phase transformation. Later, some researchers confirmed that it was a structure consisting of dislocation cells, while others referred to it as extraordinarily tiny recrystallized grains [179,309]. It is possible that phase transformations could occur. Wang [305] found the orthorhombic α′-martensite phase and α phase structure coexisting inside the shear band of Ti-5Al-5Mo-5 V-1Cr-1Fe alloy. Therefore, the α′ phase-transformation does indeed occur during shear localization. Further broad investigations by transmission electron microscopy and X-ray diffraction have revealed that the shear band can generate a typical-looking martensite [308], a fine-grain equiaxed delta ferrite [310], or untempered martensite [36].

When revealing the occurrence of phase transformation, the important role of the temperature rise during nucleation and transformation cannot be ignored. It has been proposed that the maximum temperature rise inside shear band can be hundreds of degrees Kelvin compared with the initial value. It is normally derived indirectly from deformation evolution but can also be measured. The temperature evolution can be recorded by using high speed optical or IR detection techniques; this is discussed in Section 3.8. The shear band can be rapidly cooled to the surrounding temperature, and the cooling rates can reach values as fast as $10^7$ Ks$^{-1}$, as shown in Section 5.1.

Recent investigations have also found that ASBs can exhibit a large range of microstructural variations, such as dynamic recrystallization, phase transformations, and even amorphization. Meyers and coworkers [19] also proposed that those shear bands with refined grain sizes formed during recrystallization can be further defined as recrystallized shear bands. This mechanism has been confirmed in a broad spectrum of materials, such as steels [179,309,310], titanium [311], aluminum [84,85,312] and magnesium.

Fig. 34. Optical micrograph showing micro-hardness testing pattern in the shear region of pure titanium: (a) selected measuring locations; (b) micro-hardness of the corresponding selected locations [86].
This will be further documented in Sections 11 and 12.

10. Microhardness distribution inside the shear regions

The increase of hardness in the shear-band area has been observed as early as 1960s and is reported by Rogers [316]. In the early days, it was attributed either to work hardening in the deformed bands or to martensite formation in the transformed bands. But there is another possible reason for the increase in hardness, which is nano-sized grains or ultra-fined equiaxed grains.

Meyers et al. [37] compared the difference between the microstructure adjacent to and within the shear bands in titanium alloys. An enhancement of microhardness in the shear band was observed and caused by the decrease of grain size, which significantly strengthens the materials. Jiang and Yang et al. [86,314] carried out a further investigation on the microhardness in the shear band in annealed pure titanium from several indentations in the different deformation regions. Fig. 34 (a) shows the ASB appearing on the cross section of a hat-shaped specimen. It shows long, straight, and clear interfaces. The shear deformation is significantly localized into an area with a width of about 45 μm. From Fig. 34 (b), it is clear that in the center of shear band, the microhardness is larger than that in the area away from the center of shear band. This was mainly induced by work hardening and reduced grain size. Thus, the shear deformation is inhomogeneously distributed. As the shear band is approached, the shear deformation increases, leading to a higher work hardening. In the middle of ASB, the microhardness is significantly larger than that in the matrix, which is caused by grain refinement through the Hall-Petch effect.

Zou et al. [315] observed that the microhardness within shear bands of magnesium alloy increases significantly and that the microstructure of the shear band becomes nanocrystalline and remains HCP. They also attributed the microhardness enhancement to the reduction of grain size in the shear region. Edwards [312] revealed that for 2024-T351 aluminum alloy, the hardness is different from the hat part to the brim part and the center of shear band. The different values of microhardness in each part of the specimen are attributed to the variation in shear strain. For every sample, there exists a continuous increase of microhardness approaching the shear band, and then a peak value in the center. Microhardness tests in 7075 Al alloys [307] also showed higher values in the band.

However, for glassy materials, such as Zr-based metallic glass, the hardness inside the shear band decreases, indicating softening of the structure, as demonstrated in Fig. 35 [119]. The average hardness profiles in three sites are quite different. This is evidence that the structural variations along the shear direction are dependent on the position; meanwhile, a direct correlation with macroscopic local plastic strain is difficult to be exactly developed.

Similar microhardness tests have been carried out on several kinds of metals, such as titanium and its alloys [37,66], aluminum alloys [307], magnesium alloys [317], pure iron [318], ultrafine-grained iron [319], steels [320,321], copper alloys [322] as well as metallic glasses [119]. Fig. 36 shows the microhardness results for a number of metallic materials. The microhardness is generally enhanced inside shear bands in crystalline materials. The increment of microhardness in the middle of the shear bands in comparison to the matrix varied with material. Most of the hardening inside the shear band in different materials is attributed to grain refinement induced by dynamic recrystallization. The corresponding mechanism of grain size reduction is presented in Section 12.

Fig. 35. (a) Stress–strain curve for bulk metallic glass; (b) corresponding SEM micrograph of the polished surface of a Zr_{52.2}Ti_{3}Cu_{17.6}Ni_{14.6}Al_{10} BMG recorded at 273 K; (c) Averaged profiles of the indentation hardness obtained from the three arrays [119].
11. Microstructural characteristics within shear bands

As mentioned in Section 9, many researchers have observed fine equiaxed grains in many metallic materials, such as steels [323–325], titanium and titanium alloys [326,327], zirconium and zirconium alloys [328,329], tantalum and tantalum alloys [56], copper and copper alloys [104,330], aluminum alloys [70,331], magnesium alloys [317,331], nickel alloys [142], nickel-based superalloys [171], nanocrystalline alloys [81,332], bulk metallic glasses [333–335] and others. The rotational dynamic recrystallization (RDR) mechanism was developed to clarify the microstructural evolution inside the shear bands, consisting mostly of recrystallized ultrafine-grained and nanocrystalline grains. The details of the rotational dynamic recrystallization mechanism developed by Meyers et al. [336] will be discussed in Section 12.

The typical width and equiaxed grain size in the ASBs in different dynamically deformed metallic materials are listed in Table 2. The refined-grain sizes range from 10 to 500 nm, a broad range within the nano to ultrafine grain regime [337].

11.1. Shear bands in conventional alloys

Some of the earliest detailed investigations by TEM on shear bands were conducted in Ti-6Al-4V alloy and commercially pure titanium [338–340]. Fig. 37 demonstrates the characteristics of shear bands in titanium. The shear band in α-Ti had a thickness of about 3–20 μm and the structure is composed of small equiaxed grains. Such microstructure evolution within shear band was also observed in dynamically impacted pure titanium by Meyers and Pak [326] and confirmed by Meyers et al. [37] and Jiang [86]. The selected area diffraction patterns inside and outside the shear band are distinct. Outside the band, the diffraction pattern confirms the single crystal structure. Inside the band, a series of rings, typical of nanograined structures, can be seen. At a higher magnification, the equiaxed grains in the core of the shear band are revealed (Fig. 37(c)). The suggestion that the formation of such fine recrystallized equiaxed grains was due to dynamic recrystallization was first made by Meyers and Pak [326]. Later, Toth et al. [341] investigated the texture evolution within an ASB and presented the evidence of dynamic recrystallization in the ASBs in XC-18 steel.

Since crystal structure significantly influences the mechanical response [339], the following sections introduce the microstructural evolution characteristics according to different structures. As seen in Table 2, the microstructures in shear bands for materials with different crystal structures (HCP, FCC and BCC) are actually similar: nearly equiaxed grains with size ranging from 50 to 300 nm. The
Table 2
Typical width and equiaxed grain size in ASBs in some metallic materials.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Original grain size (µm)</th>
<th>Experiment methods</th>
<th>Width of SBs (µm)</th>
<th>Equiaxed Grain size within SBs (nm)</th>
<th>Shear strain/Effective strain</th>
<th>Strain rate (s⁻¹)</th>
<th>Source/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure α-Ti (Annealed)</td>
<td>~20</td>
<td>SHPB</td>
<td>45</td>
<td>100–500</td>
<td>−2.5</td>
<td>3.2 × 10⁴</td>
<td>Jiang-2015</td>
</tr>
<tr>
<td>Pure Ti</td>
<td>61</td>
<td>Ballistic impact test</td>
<td>1–10</td>
<td>50–300</td>
<td>/</td>
<td>/</td>
<td>Meyers-1986</td>
</tr>
<tr>
<td>Ultrafine-grained Ti</td>
<td>−0.12</td>
<td>SHPB</td>
<td>2</td>
<td>−40</td>
<td>−4.5</td>
<td>−10³</td>
<td>Li-2017</td>
</tr>
<tr>
<td>Ti-6Al-4V</td>
<td>3–7</td>
<td>TWC</td>
<td>1–8</td>
<td>−200</td>
<td>0.13–0.26</td>
<td>−10⁴</td>
<td>Xue-2002</td>
</tr>
<tr>
<td>Ti-5Al-5Mo-5 V-1Cr-1Fe</td>
<td>1000(β)</td>
<td>SHPB</td>
<td>−25</td>
<td>−100</td>
<td>−1.64</td>
<td>−10³</td>
<td>Wang-2016</td>
</tr>
<tr>
<td>Low-alloy steel</td>
<td>/</td>
<td>Orthogonal cutting</td>
<td>5</td>
<td>50–100</td>
<td>/</td>
<td>/</td>
<td>Duan-2005</td>
</tr>
<tr>
<td>4340 steel</td>
<td>/</td>
<td>Punch impact test in SHPB</td>
<td>6</td>
<td>−10</td>
<td>0.5</td>
<td>1.8 × 10⁴</td>
<td>Zurek-1994</td>
</tr>
<tr>
<td>4340 steel</td>
<td>/</td>
<td>SHPB</td>
<td>9</td>
<td>8–20</td>
<td>/</td>
<td>−10⁵</td>
<td>Beatty-1990</td>
</tr>
<tr>
<td>Fe-10Ni-0.1C</td>
<td>−0.15</td>
<td>SHPB</td>
<td>−20</td>
<td>−300</td>
<td>/</td>
<td>2 × 10³</td>
<td>Wang-2009</td>
</tr>
<tr>
<td>Fe-Cr-Ni (AISI 304LSS)</td>
<td>30</td>
<td>TWC, SHPB</td>
<td>5–50</td>
<td>100–200</td>
<td>1–100</td>
<td>−10⁴</td>
<td>Meyers-2003</td>
</tr>
<tr>
<td>Zirconium (Zircadine 702)</td>
<td>−14</td>
<td>SHPB</td>
<td>10–25</td>
<td>200</td>
<td>25–100</td>
<td>−10⁴</td>
<td>Kad-2006</td>
</tr>
<tr>
<td>8090 Al-Li</td>
<td>/</td>
<td>SHPB</td>
<td>10–30</td>
<td>200</td>
<td>0.17 (peak-aged)/0.21 (under-aged)</td>
<td>−10⁵</td>
<td>Xu-2001 [79]</td>
</tr>
<tr>
<td>Al-Cu (2A10 Aluminum)</td>
<td>50</td>
<td>Electromagnetic Impact upsetting</td>
<td>150</td>
<td>150</td>
<td>/</td>
<td>−10³</td>
<td>Zhang-2017</td>
</tr>
<tr>
<td>NS Cu-11.14 wt% Al</td>
<td>−0.093</td>
<td>SHPB</td>
<td>15</td>
<td>&lt;50</td>
<td>0.35</td>
<td>−4 × 10³</td>
<td>Li-2016</td>
</tr>
<tr>
<td>CrMnFeCoNi</td>
<td>−8</td>
<td>SHPB</td>
<td>−10</td>
<td>100–300</td>
<td>−7</td>
<td>1.6 × 10³</td>
<td>Li-2018</td>
</tr>
<tr>
<td>CrCoNi</td>
<td>−4.7</td>
<td>SHPB</td>
<td>12.5 (298 K) /6.4 (77 K)</td>
<td>−300</td>
<td>−6.4 (298 K) /5 (77 K)</td>
<td>8 × 10⁴</td>
<td>8 × 10⁴</td>
</tr>
<tr>
<td>TWIP steel</td>
<td>1–10</td>
<td>Ballistic Impact test</td>
<td>10</td>
<td>10–100</td>
<td>/</td>
<td>−10⁵</td>
<td>Li-2011</td>
</tr>
<tr>
<td>Shocked Cu</td>
<td>−70</td>
<td>SHPB</td>
<td>200</td>
<td>−100</td>
<td>3–4</td>
<td>−10⁵</td>
<td>Andrade-1994</td>
</tr>
</tbody>
</table>

Fig. 37. TEM images of hat-shaped commercial purity Ti specimen (a) showing the formation of recrystallized grains with the diffraction pattern; (b) equiaxed micro-grains; (c) equiaxed micro-grains with low dislocation density [37].
mechanism of formation of this nanocrystalline/ultrafine grain structure will be presented in Section 12.

11.1.1. HCP alloys

Titanium, magnesium and zirconium alloys with HCP crystal structure are more resistant to plastic deformation, thus strain localization can be easily initiated at high strain-rates. Transmission electron microscopy observations in the shear bands of HCP structured materials are shown in Figs. 37–40.

Meyers et al. [37] performed dynamic testing on α-titanium hat-shaped specimens in a compression SHPB. As mentioned in Section 4.3 (Fig. 22 (b), that shear bands develop in two steps: one is instability, caused by thermal softening and the increment of the thermal assistance in the motion of dislocations; the other is localization, requiring softening because of major microstructural changes (recovery and dynamic recrystallization) in the material. The shear band width varied from about 3–20 μm and increased with plastic strain. Near the shear band, elongated grains were found, which transformed to subgrains approaching the middle of band. The breaking-up of the subgrains led to the formation of equiaxed grain microstructure (~200 nm) with a relatively low dislocation density (Fig. 37).

The microstructure within shear bands in AM60B magnesium alloys was revealed by Zou et al. [68]. They reported both deformed and transformed shear bands in Mg alloy under dynamic loading, as presented in Fig. 38. The white lines in Fig. 38 (a) and (d) show boundaries of the shear-band zones. Severely deformed small grains were found inside shear bands in Fig. 38 (b). Elongated grains along the shear direction can be clearly seen. The asterism in the diffraction spots in Fig. 38 (c) is due to the crystal misorientation within severely deformed grains. Meanwhile, recrystallized and equiaxed grains with sizes between 50 and 200 nm are observed, as shown in Fig. 38 (e); the ring-like selected electron diffraction pattern reveals the large misorientation within these grains. The indexed diffraction pattern in Fig. 38 (f) shows that only HCP structure is detected, without phase transformation. Thus, this is truly a recrystallized band.

Jiang et al. [331] showed a similar microstructure evolution inside shear bands in the peak aged ZK-60 magnesium by exploding a cylindrical tube specimen. The shear band is clearly presented in Fig. 39 (a). The boundary of shear bands was clear. The width of the ASB is about 9 μm, while the structure inside the shear band cannot be resolved by optical microscopy. There is a large difference in the microstructure between the shear band and matrix, as demonstrated by TEM analysis in Fig. 39 (b) and (c). The matrix is severely deformed and stretched in the shear direction. A high dislocation density near the boundary of the ASB was observed (Fig. 39 (b)), forming dense dislocation cells. Fig. 39 (c) presents the morphology in the middle of the ASB, which exhibits fine equiaxed grains with low dislocation density. The selected electron diffraction patterns in positions 1, 2 and 3 located at the matrix, boundary and shear band in Fig. 39 (b) are shown in Fig. 39 (d). The orientation difference among the fine grains is significant in the core of the ASB and a continuous diffraction ring was found. Near the boundary of band, the continuous diffraction rings become less obvious indicating a

Fig. 38. TEM images of ASBs in AM60B magnesium alloy target impacted by steel projectile at a velocity of 0.5 km·s⁻¹: (a) deformed bands; (b) typical microstructure of deformed band; (c) corresponding SAED; (d) transformed bands; (e) typical microstructure of nanocrystalline (dynamically recrystallized) bands; (f) corresponding SAED [68].
A similar recrystallized microstructure evolution is also observed in AM60B magnesium alloy as demonstrated by Zou et al. [68].

A similar evolution of the microstructure is observed in zirconium hat-shape specimens subjected to forced localization deformation [124]. Fig. 40 (a) shows the detailed microstructure of the shear band, the matrix, and a narrow 2–5 μm transition region. In the transition region, evidence of plastic flow is revealed as the initially equiaxed grains are starting to flow along the shear direction. Fig. 40 (b) illustrates the elongated grains in the transition zone between shear band and matrix. Outside of the shear band, the grains retain their initial size and shape. The appearance of an equiaxed microstructure with diameter of ~ 200 nm is evident inside the shear band. The dominant diffraction spots in the insert of Fig. 40 (c) depict splitting or clustering, as marked by white arrows, revealing the initial stages of orientation changes. In the case of a larger deformation under a larger shear strain presented in Fig. 40 (d), the grain size within the shear band is 200 nm, similar to that of Fig. 40 (c). The well-developed ring diffraction pattern indicates a small grain size and randomized texture. By comparing these two diffraction patterns, the misorientation between grains appears to increase with the increase of shear strain in the shear band.

In Fig. 41, the parallel band-like structures with a length about 100–500 nm are revealed in the severely deformed band of Ti-6Al-4V under quasi-static compression (Fig. 41 (a)) [338]. These are assumed to be deformation twins which are normally observed in titanium alloys [298]. In this case, the formation of the ultrafine-equiaxed grains was attributed to twinning, and it was proposed as a twinning-induced rotational dynamic recrystallization mechanism [336]. However, a high density of dislocations was found in ASBs at a strain-rate of 1500 s⁻¹ (Fig. 41 (b)), while the deformation twins seem to be restricted. Nanosized equiaxed grains with high-angle grain boundaries were observed within the ASB, as shown in Fig. 41 (c).

11.1.2. FCC alloys

Materials with FCC crystal structure, such as aluminum alloys, copper alloys and nickel-based alloys have been extensively investigated by split-Hopkinson pressure bar (SHPB) using cylindrical and hat-shaped specimens, electromagnetic impact upsetting or external explosive loading (thick-walled cylinder), and Taylor impact techniques.

Substructures due to dislocation reorganization are remarkably based on the stacking-fault energies in FCC metals. The tendency for dislocation cross-slip is decreased and for dislocation pile-up increases as stacking-fault energy decreases. Thus, perfect dislocations decompose into two partial dislocations more easily, with a stacking fault between them. In addition, it was discovered that the stacking faults may overlap with each other during slip on parallel slip planes; the intrinsic and extrinsic stacking faults are bound by partial dislocations [342].

Aluminum and its alloys have relatively high stacking-fault energy, resulting in dislocation slip as a dominant mechanism during plastic deformation. Fig. 42 (a)-(c) show multiple slip microstructures inside the shear band [104]. Many equiaxed recrystallized grains dispersed inside the slip bands (with lamellar structures), are shown in Fig. 42 (d) and (e). The size of these grains is not uniform and ranges from 50 to 100 nm. Based on the corresponding diffraction pattern in Fig. 42 (e), the grain misorientation was randomly distributed with primary high-angle grain boundaries. Some recrystallized grains contain a high density of dislocations, indicating the severe shear deformation. These structures were similar to the subgrains evolved from dislocated cells.

In low-nickel austenitic stainless steel, Wang et al. [343] found that the grains were elongated along the shear band. Equiaxed...
grains with 100–300 nm size and low dislocation density locate in the center of the shear band. The ultrafine grains experienced severe deformation and the calculated maximum temperature was sufficient for recrystallization. The significant decrease of grain size is explained by the rotational dynamic recrystallization [336]. Such phenomenon was also found in the Ti-3Al-5Mo-4.5V alloy studied by Wang et al. [87].

Xue, Cerreta, and Gray [137] investigated the formation of forced adiabatic shear bands in AISI 316 stainless steel and obtained systematic and detailed characterization of the structures shown in Fig. 43. The stainless steel has undergone significant twinning by the previous cold rolling step and the structure inside the band was therefore somewhat more complicated, consisting of laths, fine rectangular grains, and the familiar equiaxed grains with a diameter of ~80 nm. Their formation was attributed to a continuous (rotational) dynamic recrystallization mechanism.

11.1.3. BCC alloys

For BCC metals, the strain-rate sensitivity is higher and so is reflects the yield stress dependence of strain rate [339]. Beatty et al. [337] studied the shear localization of AISI 4340 high strength steel. The TEM diffraction results show an absence of transformation inside the shear band; they are just heavily deformed pre-existing martensite structures. Extremely small nanograins, ranging from 8 nm to 20 nm, were formed as shown in Fig. 44. This clarified the issue that some white etching of a transformed band is indeed a deformed band.

The effect of strain on microstructural evolution in ASBs in a 1Cr18Ni9Ti stainless steel was examined by Yang et al. [344] using hat-shaped specimens. As the shear strain increased, an increase in dislocation density and elongated grains developed with the formation of sub-grains in the direction of shear. Upon shear band maturity, the short axis width of the elongated grains reduced and there was an increase in the misorientations in subgrains, which resulted in the formation of nano-grains. The formation of nano-grains was explained using a classical rotational dynamic recrystallization mechanism to rotate the grain boundary by about 30°.

Wang et al. [311] also investigated the adiabatic shear localization in beta type coarse-grained Ti-5Al-5Mo-5 V-1Cr-1Fe (Ti-55511) alloy using the SHPB. ASBs were found, of which the width changes slightly with increasing nominal shear strain. The width of ASBs in
the fine-grained Ti-55511 alloy [305] is smaller than that in the coarse-grained materials, which is consistent with the prediction of shear band thickness in Section 5.2. From Fig. 45 (a)-(c), it can be seen that highly-elongated dislocation cells form near the boundary of sheared regions, and fine-scaled deformed grains with size of 100 nm in the center of shear band in coarse-grained Ti-55511 alloy.

Fig. 41. TEM images of microstructure within the shear band of heat-treated Ti-6Al-4V alloy specimens deformed at the strain rate of: (a) 0.001 s⁻¹; (b) and (c) 1500 s⁻¹. Notice nanosized equiaxed grain in (c) [338].
For comparison, the microstructure evolution during shear localization of fine-grained Ti-55511 alloy, which is composed of α and β phases (matrix), is also presented in Fig. 45 (d)-(f). The elongated cell structures are found close to the shear region, and nano-sized equiaxed grains with size of 50–200 nm with low dislocation density are formed in the core of ASB. Meanwhile, the α′-martensite phase and α-phase grains are found in region A (Fig. 45 (f)) as the marked by dashed line, which indicate the occurrence of phase transformation from β-Ti (cubic) to orthorhombic within the shear bands. The dynamic recovery and rotational dynamic recrystallization mechanisms lead to the formation of microstructures inside the ASBs in these two Ti-55511 alloys. Wang et al. [461] revealed that Ti-5553 alloys with alpha/beta phases and biomodal microstructures obtained high strength (over 1.5 GPa) and high dynamic failure strain (~0.15) under dynamic loading. Beta to martensite phase transformation occurred during dynamic deformation. The area with the high dislocation density served as the nuclei site to activate martensite phase transformation. Ali et al. [464] also found that stress-induced bcc to hcp phase transformation in beta Ti-5Al-5V-5Mo-3Cr-0.5Fe alloys occurred under dynamic loading when two adjacent beta planes (1 1 0)_β in <1 1 1>_β direction covered 1/6th of the total separating distance between the planes. Twinning and phase transformation during dynamic deformation lead to the breaking-up of coarse grains before shear localization.

Besides, a link between texture and DRX within ASB was established by Molinari et al. [341]. They applied the EBSD technique to measure the orientation of the grains for a XC-18 steel, from which the crystallographic texture was studied and the DRX was identified. They compared the orientation distribution functions from the EBSD with calculations using the self-consistent viscoplastic method. Different textures within the ASB and outside the ASB were measured, and a strong D2 component inside ASB indicated the occurrence of DRX (Fig. 46). The angles ϕ₁, ϕ₂, and ϕ are the Euler angles. It was shown that the main texture formation mechanism of DRX is oriented nucleation followed by generalized growth. The simulation with a self-consistent homogenization was found to be more faithful than previous relaxed constraint models [345]. However, it should be mentioned that this model does not address rotational recrystallization. It is possible that this low-carbon steel does not exhibit what is traditionally known as ‘transformed bands’ and that therefore the mechanism of texture evolution is not the same as when rotational recrystallization takes place.

11.2. Shear bands in high-entropy alloys

Due to their excellent strain hardening, most high-entropy alloys (HEAs) are expected to have remarkable resistance to shear localization in comparison with conventional alloys. Li et al. [80,346] carried out Hopkinson bar experiments using hat-shaped specimens (a forced shear localization configuration seen in Section 3.1) to examine the deformation mechanisms, especially
focusing on shear localization, for two types of HEAs. One is a coarse-grained $\text{Al}_{0.3}\text{CoCrFeNi}$ HEA with a grain size of $\sim 500\ \mu m$, the other is a $\text{CrMnFeCoNi}$ HEA with an average grain size of about $10\ \mu m$. The strain-hardening rate of the $\text{Al}_{0.3}\text{CoCrFeNi}$ HEA is significantly higher (above 1000 MPa) than coarse-grained pure Al at low and high strain-rates. The combined multiple strengthening mechanisms such as solid-solution hardening, forest dislocation hardening (Fig. 47 (a) and (b)), and mechanical twinning (Fig. 47 (c)) lead to an excellent strain hardening rate, as shown in Fig. 47 (d). And thus, no ASB is observed at a shear strain of $\sim 1.1$. Fig. 47 (f) and (g) show the formation of a significant amount of mechanical twins near the end notch of the hat-shaped specimen, confirming twinning-induced continuous work-hardening in competition with the thermal softening effect, which suppresses shear localization.

High strain-rate tests of a series of hat-shaped specimens with the application of stopper rings to control shear displacements were performed [346], focusing on the critical shear strain for shear localization in the CrMnFeCoNi high-entropy alloy. Fig. 48(a) demonstrates that the specimen localizes only at a high shear strain of $\sim 7$. The calculated temperature rises in the shear band reached the recrystallization temperature of $\sim 0.4\ T_{\text{melting}}$. Fig. 48(b) shows the formation of a narrow shear band with a thickness of about $10\ \mu m$. Nanostructured grains with size of 100–300 nm are found inside the shear band, Fig. 48(c). The evolution of shear deformation, coupled with the temperature rise (Fig. 48(a)), leads to the formation of a dislocated/twinned microstructure that breaks up the initial
Fig. 44. (a) TEM bright-field image of microstructure inside the shear band of AISI 4340 high strength steel; (b) Diffraction pattern in image (a); (c) Dark-field image showing nanometer grains ranging from 8 nm to 20 nm inside the shear band [337].

Fig. 45. The morphology of shear band in titanium alloy (Ti-5Al-5Mo-5V-1Cr-1Fe) with coarse-grained beta microstructure (a)-(c) and fine-grained near-beta microstructure (d)-(f): (a) original microstructure of coarse-grained titanium alloy; (d) optical micrograph of the shear band in fine-grained specimen; (b) and (e) the interface region between shear band and matrix; (c) and (f) the microstructure in the center of the shear band [305,311].
coarse-grained grains into small regions. Recrystallization twins are found within grains inside the shear band in Fig. 48 (d) and are due to the dynamic recrystallization process in CrMnFeCoNi HEA (which has a low stacking-fault energy of ~20 mJ/m$^2$). Fig. 49 (a) shows the excellent work-hardening ability of Al$_{0.3}$CoCrFeNi and CrMnFeCoNi HEAs at high strain rates. Fig. 49 (d) compares the experimentally observed and predicted critical shear strains for shear localization in seven materials [80,346] using the Staker criterion (Eq. (8)). The CrMnFeCoNi HEA shows the most remarkable resistance to shear localization among the seven metals and alloys. As mentioned earlier, this is caused by the high strain-hardening ability as seen in Fig. 49 (b) and low thermal softening effect as shown in Fig. 49 (c) [80,346].

Recently, medium-entropy alloys (MEAs) have emerged as an interesting class of metallic materials, which exhibit unique mechanical properties [347]. Ma et al. [348] investigated the dynamic response of FCC CrCoNi MEA by a series of SHPB experiments at both room and cryogenic temperatures. Excellent dynamic performance, propitiated by a combination of high dynamic shear strength and shear failure strain, were observed. Such superior strain hardening under dynamic conditions was attributed to the dynamic grain refinement and deformation twinning. Phase transformation from FCC to HCP phase was found, sustaining high strain hardening rate at cryogenic temperatures. In addition to these FCC HEAs with high strain-hardening ability, the dynamic behavior of many other HEAs still needs to be explored.

11.3. Shear bands in nanocrystalline metals

Nanocrystalline and ultrafine-grained materials are discussed here. The effect of grain size on the strain-rate sensitivity of materials is presented in Fig. 50 [332,349]. The increase in strain-rate sensitivity for FCC and decrease for BCC metals with the decrease of grain size are noted. The materials in the shadowed region with BCC structure except for Cu may fail by localization.

ASB formation in nanostructured alloys with FCC structure and with different stacking-fault energies (SFEs) was studied by Li et al. [350]. They employed the SHPB at a strain rate of $\sim 4 \times 10^3$ s$^{-1}$ for Cu-Al alloys with different SFEs, which were deformed through 8 passes by Equal Channel Angular Pressing (ECAP) at room temperature. It was revealed that ASBs were more susceptible to be formed in the alloys with lower stacking fault energy, even though higher work-hardening behavior was shown when decreasing stacking fault energy under quasi-static loading. Shear localization was observed, and flow lines were apparent. The thickness of the shear band is about 25 μm in Fig. 51 (a). Different microstructures inside and outside the shear band are obtained by TEM and shown in Fig. 51 (b) and (c). The grain sizes outside the band are much larger and have a higher density of defects. The selected area diffraction pattern demonstrates the existence of deformation twins in the area which are marked by a dashed circle. Fully recrystallized grains and nearly defect-free inside the shear band are associated with the temperature rise.

On the other hand, Mishra et al. [82] studied the high strain-rate response of pure copper with an ultrafine grained structure produced by ECAP. On further examination, the structure of these bands was quite different from the initial material, with a large scatter in grain size ranging from 0.2 μm to 4 μm. Fig. 52 shows the structure of shear band as revealed by (a) SEM, (b) TEM and (c) EBSD. The large grains arise from heat-induced static recrystallization inside the shear band and heat-affected zone near the band; meanwhile, most of the ultrafine grains are retained outside the deformation areas. Thus, the enhanced strain-rate sensitivity and
decreased shear band thickness in UFG copper as compared with conventional polycrystalline copper can be attributed to an enhanced thermal softening and inherent instability observed in the UFG materials.

Adiabatic shear localization in ultrafine-grained ~ 120 nm titanium was studied in a forced shear hat-shaped specimen [81]. Fig. 53 depicts the microstructure inside the ASB, which consists of equiaxed nanocrystalline grains (~40 nm) which are about one third of the size of the initial grains (~120 nm). The formation of these nanograins was modeled through a combination of shear deformation and rotational dynamic recrystallization. The decrease in grain size inside the shear band is similar to other severe plastic deformation techniques such as high-pressure torsion (HPT). The UFG titanium was found to be more prone to shear localization due to increased thermal softening and decreased work hardening, in comparison with coarse-grained titanium. The reduced thermal diffusivity was also suggested to play a role.

11.4. Shear bands in metallic glasses

The initiation and development of shear bands are dominant in the deformation of most metallic glasses, and in many cases, bulk metallic glasses (BMGs), which typically fail by shear localization [24]. First, a number of shear localization regions form. Finally, a few shear bands develop and dominate the dynamic deformation process. Since metallic glasses are quite different from traditional crystalline alloys, lacking long-range order and only possessing short-range order, crystalline defects such as dislocations and grain boundaries cannot exist in such unique structures. The characteristic thickness of the shear localized zone is about ~ 10 nm [351]. Such an extremely localized flow mode induces very limited ductility prior to catastrophic fracture, impeding many technological applications of metallic glasses. It is therefore of importance to clarify the mechanism of shear banding in metallic glasses. Shear banding in metallic glasses has attracted substantial attention during last decades, and the reviews by Greer et al. [24] and Dodd & Bai [10] are notable. These have been developed since the seventies and assumed that stress is a function of strain, strain rate, and temperature.

Fig. 47. Resistance to shear localization in Al$_{0.3}$CrFeCoNi high-entropy alloy at shear strain of 1 and TEM bright-field images of the deformed samples at the strain-rates of: (a) 10$^{-4}$ s$^{-1}$; (b) and (c) 1800 s$^{-1}$; (d) schematic sketches showing the deformation mechanisms in dynamic loading; (e) optical microscopy image of the deformed hat-shaped sample; (f) EBSD image near the deformation tip; (g) EBSD image showing deformation twins near the deformation tip [80].
There are two views on the softening mechanism leading to localization in metallic glasses: thermal softening, reported by Leamy et al. [352] and free-volume softening, proposed by Spaepen [353]. The “free-volume softening” hypothesis essentially contends that shear banding in metallic glasses has an athermal, structural origin. However, the “thermal-softening” hypothesis has gained evidence from the melting phenomena on final fracture surfaces [354] and the significant temperature rise associated with shear banding [355]. Dai et al. [356] revealed that the shear banding in metallic glasses is essentially a coupled thermomechanical process dominated by free volume softening, but assisted by thermal softening. They also proposed an analytical perturbation model which describes the shear flow in metallic glasses considering the free volume and thermal viscoplastic features. The shear-banding instability was found to initiate from local free volume creation, whereas the temperature rise is its consequence (Fig. 54 (a)) [357].

Shear-band evolution in metallic glasses was determined by the dynamic balance between free volume diffusion and momentum diffusion, associated with thermal dissipation, as presented in Fig. 54 (b) [358]. This is different in crystalline materials, which are dominated by the competition between the momentum dissipation and the energy (heating) dissipation. The optimum dissipated energy occurs in a narrow shear-band region, about 10 nm, while momentum dissipation dominates the shear-band spacing. By taking the structural softening, the momentum diffusion, and the energy conservation into account, Chen et al. [359] developed a theoretical model for the evolution dynamics of multiple shear banding in metallic glasses which achieves a quantitative characterization of the shear band evolution in line with experiments. A competing map of shear band nucleation and propagation was further constructed to understand the collective behavior of multiple shear bands in metallic glasses (Fig. 54 (c)). Jiang et al. [360] proposed an explicit expression to predict the thickness of shear bands in metallic glasses, demonstrating the underlying relationship with the activation size of the shear transformation zone (STZ) and the activation free volume concentration, which was consistent with experimental observations (Fig. 54 (d)).

Wright et al. [333,361] investigated the deformation characteristics and shear bands in metallic glasses subjected to uniaxial compression and studied the serrated flow in detail, as presented in Fig. 55 (a). The evolution of load and displacement as a function of time was analyzed to predict the temperature increase in the shear band. One of these examples, based on Pd40Ni40P20 bulk metallic glass, is presented in Fig. 55 (c) and (d). The temperature increase predicted for heating during a single serration is on the order of a few degrees Kelvin. The small temperature increment would not be a possible cause for serrated flow. A temperature rise of 280 K is also
predicted for the final failure event, which may be underestimated due to the uncertainty of parameters in the calculations. Thus, the local adiabatic heating is proposed not to be the main reason of flow localization in metallic glasses. Resolidified spheroidal droplets do appear on the fracture surface, which suggests the localized melting during the final failure event.

Experiments performed by Zhang and coworkers [362] show that the compressive and tensile strengths of BMGs are not identical. Typical curves are shown in Fig. 55 for Ti-, Pd-, and Zr-based BMGs [363,364]. Load drops are observed in compression tests.
of the three BMGs, which present the same nature as just mentioned [333,361]. The compressive strength is slightly higher (~15%) than the tensile strength (Fig. 55 (b)). The failure by tension and compression deformation occurs by shear banding, as presented in the fractured Pd$_{40}$Ni$_{40}$P$_{20}$ materials in Fig. 56 [365]. The compressive fracture angle of 42°, which is smaller than the maximum shear stress direction 45°, indicating that yielding of Pd-based BMG obeys a Mohr-Coulomb criterion instead of the von-Mises criterion. Indeed, the angle of the shear band with the loading axis in tension was 56°. Zhang et al. [366] proposed a new failure criterion, modified from the Mohr-Coulomb theory, aiming at explaining this phenomenon.
Fig. 53. Sequence of microstructure breakdown and formation of ultrafine grained titanium produced by Equal Channel Angular Pressing (ECAP): (a) TEM micrograph of cross-section of as-received titanium; (b) schematic illustration of microstructural evolution inside the shear band; (c) equiaxed grains inside shear band. Although the initial grain size is 120 nm, there is further refinement inside shear band [81].

Fig. 54. Shear-banding mechanism in metallic glasses: (a) local free-volume creation and temperature rise in shear band; inset shows evolution of free-volume instability index and thermal instability index before shear band instability [357]; (b) critical energy dissipated in SB (shear band toughness) versus shear band thickness with different thermal-effect coefficients [358]; (c) a competing map of shear-banding nucleation and growth [359]; (d) prediction of shear band thickness as a function of activation free volume concentration and shear transformation zone size [360].
Fig. 57 (a) shows a sequence of deformation events in compression testing [10]. A shear band starts at the surface, and progresses at a velocity $V_1$. As mentioned earlier, plastic deformation in metallic glasses takes place by two possible mechanisms: the free volume formation, due to Spaepen [353,367] and shear transformation zones (STZs), due to Argon [368] and Langer [369,370]. The latter can expand, initiating larger shear bands. The thermally softened region reaches a length $a_1$. When the shear band propagates downwards, the region away from the band cools down and forms the “Frozen” band. This reduces the driving energy for the band, resulting in the smaller length of the softened region to $a_2$. Thus, one speculates a corresponding reduction in propagation velocity to $V_2$. The velocity finally decreases to zero, when the softened region length comes to a critical size $a_3$. Each formation and arrest process results in a load drop. Thus, the BMG shows a limited ductility in compression, propitiated by the continuous formation and “freezing” of shear bands.

This is different from tensile deformation [10]. Once the shear band forms from the expansion of a shear transformation zone and softening of the material, one crack can easily form at the surface and develop along the band. Under such condition, as presented in the sequence of Fig. 57, the crack follows the propagation of the shear band. The band advances at a velocity $V_1$ and is followed by the crack opening. The scenarios presented in Fig. 57 require thermal softening within the band and support the theory that thermal softening acts as a crucial drive for shear localization [352].

A new mode of atomic cluster motion, i.e. tension transformation zone (TTZ) was proposed by Jiang et al. [371] to understand the fracture mechanism induced by shear banding. As illustrated in Fig. 58, the classical STZ pioneered by Argon [374] is the basic plastic flow or shear-banding event, and describes the shear-dominated motion of local clusters under deviatoric stress, whereas the TTZ describes the dilatation/cavitation-dominated motion of local clusters under hydrostatic tension stress. It is clarified that, at the atomic cluster level, the fracture energy dissipation in amorphous alloys is dominated by two competitive processes, STZs and TTZs, underlying shear banding and nanoscale cavitation ahead of the crack tip, respectively. This STZ vs. TTZ mechanism has been widely used to understand and predict the fracture behavior of various metallic glasses [372,373].

Jiang and Atzmon [374] performed TEM on Al$_{90}$Fe$_{5}$Gd$_{5}$ and observed nanocrystallization in both shear band and fracture surface formed during compression deformation. Nanocrystallites formed in shear bands, which they interpreted as, due to a kinetic effect by uniformly distributed free volume; the formation of the nanocrystallites at the fracture surfaces was due to adiabatic temperature rise. The nanocrystals were evenly distributed in the shear band.

Different mechanisms operate in different BMGs [374] and the occurrence of thermal softening in no manner diminishes the significance of free volume softening, which otherwise dominates under certain conditions. Under the other conditions, shear transformation zones might grow and give rise to bands.

Maaß et al. [119] isolated a single shear band from a Zr-based BMG (Zr$_{52.2}$Ti$_{17.9}$Cu$_{17.9}$Ni$_{14.6}$Al$_{10}$), presenting a non-serrated flow curve recorded at 273 K, as shown in Fig. 57 (a). The evolution from serrated to non-serrated flow is based on the dynamics of shear-band propagation and is not due to kinetic limitations during shear-band nucleation, leading to an increased concentration of shear

---

**Fig. 55.** Typical engineering stress–strain curves for Ti-, Zr-, and Pd-based bulk metallic glasses (BMGs): (a) dynamic response of Ti- and Pd-BMGs under compression; (b) comparison of engineering stress–strain curves of Zr-BMG in tension and compression [363,364]; (c) load and (d) total displacement as a function of time in serrated flow region in Pd$_{40}$Ni$_{40}$P$_{20}$ BMG in uniaxial compression [361].
Non-serrated flow is due to continuous propagation of a shear band without arrest. The macroscopic view of the polished surface in Fig. 57 (b) demonstrates the location of shear band, which is indicated by the solid line. Nano-indentation was performed to reveal structural changes perpendicular to the shear band. The indentation hardness profiles in Fig. 57 (c) exhibit structural softening within the affected zone with width exceeding tens of micrometers. The variation of hardness related to the formation of shear bands is discussed in Section 10.

11.5. Crystalline to amorphous transition within shear band

Phase transformations, such as martensitic phase transformation [305] and amorphization in some metallic materials [375], do occur during shear localization. Meyers et al. [106] firstly reported the glassy region confirmed by the characteristic ring patterns formed in the center of a shear band in AISI 304 stainless steel, indicating the existence of a phase transformation from crystalline to amorphous state. Li et al. [376] also reported the coexistence of amorphous and nanocrystalline structures in dynamically deformed TWIP steel. The transition from the amorphous state to a fine-scaled nanocrystalline phase within the center of shear region clearly suggests that melting inside the shear bands occurred. They proposed a deformation mechanism for the TWIP steel at high strain rate including melting and quenching processes, required for the formation of amorphous and nanocrystalline grains. These observations and analyses confirm the transformation from crystalline to amorphous under dynamic loading.

Zhao et al. carried out laser ablation-driven shock compression of covalently bonded materials, such as silicon [211], germanium [75], boron carbide [76], and silicon carbide [77]. Nanoscale amorphous shear bands were found in those materials, as presented in Figs. 59 and 60. High resolution TEM as well as molecular dynamics simulation suggest that dislocation activity is the precursor to amorphization [377]. A high density of stacking faults was revealed at the crystalline/amorphous interface in silicon and germanium while the interfaces of boron carbide and silicon carbide are relatively “defect free” [375]. It was proposed that the high deviatoric shear stress plays a very important role in this process. The thickness of the amorphous band is much lower than the ones obtained by other techniques, owing to the higher strain rate of laser shock (~10^8 s^-1) and higher strength of the covalently-bonded materials.

Fig. 61 shows the SEM and TEM images of shear bands for 45 vol% and 65 vol% Ti2B/Al composites [378]. Fluid-like melted aluminum accumulation with no clear boundary, regular shape or certain flowing orientation, was observed on the fracture surfaces of the 45 vol% Ti2B/Al composite (Fig. 61 (a)). Meanwhile, a flat and smooth melted aluminum region with a width of 20 μm is observed.

Fig. 56. Typical shear fracture modes of Pd_{40}Ni_{40}P_{20} bulk metallic glass: The side view after shear fracture in (a) tension and (b) compression respectively [365].

bands. Non-serrated flow is due to continuous propagation of a shear band without arrest. The macroscopic view of the polished surface in Fig. 57 (b) demonstrates the location of shear band, which is indicated by the solid line. Nano-indentation was performed to reveal structural changes perpendicular to the shear band. The indentation hardness profiles in Fig. 57 (c) exhibit structural softening within the affected zone with width exceeding tens of micrometers. The variation of hardness related to the formation of shear bands is discussed in Section 10.
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Phase transformations, such as martensitic phase transformation [305] and amorphization in some metallic materials [375], do occur during shear localization. Meyers et al. [106] firstly reported the glassy region confirmed by the characteristic ring patterns formed in the center of a shear band in AISI 304 stainless steel, indicating the existence of a phase transformation from crystalline to amorphous state. Li et al. [376] also reported the coexistence of amorphous and nanocrystalline structures in dynamically deformed TWIP steel. The transition from the amorphous state to a fine-scaled nanocrystalline phase within the center of shear region clearly suggests that melting inside the shear bands occurred. They proposed a deformation mechanism for the TWIP steel at high strain rate including melting and quenching processes, required for the formation of amorphous and nanocrystalline grains. These observations and analyses confirm the transformation from crystalline to amorphous under dynamic loading.

Zhao et al. carried out laser ablation-driven shock compression of covalently bonded materials, such as silicon [211], germanium [75], boron carbide [76], and silicon carbide [77]. Nanoscale amorphous shear bands were found in those materials, as presented in Figs. 59 and 60. High resolution TEM as well as molecular dynamics simulation suggest that dislocation activity is the precursor to amorphization [377]. A high density of stacking faults was revealed at the crystalline/amorphous interface in silicon and germanium while the interfaces of boron carbide and silicon carbide are relatively “defect free” [375]. It was proposed that the high deviatoric shear stress plays a very important role in this process. The thickness of the amorphous band is much lower than the ones obtained by other techniques, owing to the higher strain rate of laser shock (~10^8 s^-1) and higher strength of the covalently-bonded materials.

Fig. 61 shows the SEM and TEM images of shear bands for 45 vol% and 65 vol% Ti2B/Al composites [378]. Fluid-like melted aluminum accumulation with no clear boundary, regular shape or certain flowing orientation, was observed on the fracture surfaces of the 45 vol% Ti2B/Al composite (Fig. 61 (a)). Meanwhile, a flat and smooth melted aluminum region with a width of 20 μm is observed
on the fracture surfaces of 65 vol% Ti$_2$B/Al composites (Fig. 61 (b)). A high density of dislocations was found near the boundary of the shear band, as presented in Fig. 61 (c). From the edge to the center of the band, fine grains are found aligning along a particular orientation with the size $<100$ nm (Fig. 61 (d)). An important finding is that nano-crystalline and ultrafine-grains can be identified by means of high-resolution TEM in the center of the shear band. Furthermore, an amorphous area observed in Fig. 61 (e) is also confirmed by the corresponding selected area diffraction (SAD) pattern from site 1, which consists of a series of rings and is a typical pattern of the amorphous state. SAD patterns correspond to sites 2 and 3 are characterized by discontinuous spots, which are characteristic of nano-crystalline grains. These results indicate that melting and phase transformation occurred, which were induced by local adiabatic temperature rise.

11.6. Spacing and Self-organization of shear bands

Most of the studies analyze a single shear band propagating along a fixed direction. However, the formation of shear bands in a material is clearly not such a simple process. From the mathematical point-of-view, the formation of a spontaneous ASB is an instability process. Linear instability and localization analyses predict when ASBs may occur and how fast the growth rate could be at early post-
Grady [379,380] was a pioneer in proposing a perturbation solution for shear instability in brittle materials. Later, Grady and Kipp [161] developed another theoretical model for the determination of shear-band spacing. According to them, the rapid loss of strength across the developing shear band influences neighboring material by forcing it to unload. This leads to the estimate of the spacing between bands. The shear-band spacing $L$ corresponds to the minimum localization time:

$$L_{GW} = 2 \left( \frac{9C \lambda}{\dot{\gamma}_0 \sigma_0} \right)^{1/4}$$

where the parameters were previously defined for Eq. (22), which predicts the width of an individual band. $\sigma_0$ is initial flow stress, and $\dot{\gamma}_0$ is initial shear strain rate.

Wright and Ockendon [162] used an alternative approach and applied the perturbation analysis to the conservation equations. The equation comes from small growing disturbances in the localization region. The Wright-Ockendon model adds the strain-rate sensitivity $m$ to the Grady-Kipp model as follows:

$$L_{WO} = 2\pi \left( \frac{m\lambda C_v}{\dot{\gamma}_0 \sigma_0} \right)^{1/4}$$

where $\tau_0$ is the reference shear stress. Since $m$ is 1 for most metals, $L_{WO} < L_{GW}$.

Molinari [163] also carried out an analysis of ASB spacing based on a one-dimensional formulation and related the minimum

**Fig. 59.** TEM images of the complex amorphous pattern in shock-impacted silicon: (a) broad region of the amorphous material on the top surface on which the laser energy is deposited, marked by A, below which multiple amorphous bands penetrate into the crystal; (b) pattern of the amorphous bands B decreasing in thickness with depth; (c) termination D, bifurcations and feathering, marked by C, usually observed along with the primary bands and different variants of the bands eventually intersect; (d) the intersection leads to the formation of a jog/kink feature and is indicated by E [377].
Spacing of shear bands to the characteristic wavelength of the dominant instability mode. An explicit solution for shear-band spacing was derived for those materials without strain hardening, when a modified linear thermal softening coefficient was applied:

$$L_M = \frac{2\pi}{\left(\frac{m^3}{\lambda C_v(1-\alpha T_0)^2} \left(1 + \frac{1}{m}\right) \beta^2 \gamma_0 \alpha^2 T_0\right)^{1/4}}$$

Asymptotic developments are also performed for strain-hardening materials, which demonstrate that the strain hardening $n$ has a great influence on the spacing of shear bands.

The above theories cannot properly explain the increased spacing when the shear-band size rises, as they are based on one-dimensional analysis. As shear-band interactions are more complex than the one-dimensional condition, their spacing cannot be analyzed by the one-dimensional perturbation theories. The interaction among shear bands leads to an increase in the spacing as they grow. This is produced by shielding from the stress fields of the larger bands. Similar to trees in a forest, the larger trees create shade and impede the growth of the smaller ones, so that the mean spacing of trees increases with their size. This has been done conceptually for fragmentation of dynamically expanding rings by Mott and coworkers [169] in WW2 with the purpose of determining fragmentation of shells. More advanced analysis methods were used by Rodriguez-Martinez [381], who used three calculational techniques: finite element computations of the radial expansion of ductile rings, numerical simulations of unitary axisymmetric cells with sinusoidal spatial imperfections subjected to tensile loading and a linear perturbation technique.

An evaluation was conducted by Xue et al. [327,382], who considered that the analysis has to consider elements that are shown below:

(a) **Nucleation rate of shear bands.** The probability of nucleation, $p(V_0, S_0)$, in a reference volume $V_0$ or surface $S_0$ can be depicted by a Weibull distribution. The stress has to be replaced by strain as the independent variable. The new Weibull parameters defining the distribution are the critical strain for nucleation, a mean nucleation strain, and a Weibull modulus. It is also possible to incorporate shielding at the nucleation stage, depending on the relative values of the rate of nucleation and rate of growth.

![High resolution TEM micrographs of amorphous bands](image)
Fig. 61. SEM morphologies of shear bands in Ti$_2$B/Al composites and TEM characteristics from the edge to the center of the bands: (a) fluid-like bands; (b) narrow band; (c) dislocations; (d) fine grains (<100 nm); (e) amorphous and nano-crystalline grains [378].

Fig. 62. Shear-band pattern in different materials subjected to explosive implosion in thick-walled cylinder configuration. Comparison of shear-band spacing for (a) stainless steel and (b) Ti-6Al-4V; spatial distribution in (c) CP Ti for $\varepsilon_{eff} = 0.92$ and (d) Ti-6Al-4V for $\varepsilon_{eff} = 0.26$ [106,327].
Rate of growth, or velocity of propagation. Shear bands compete among themselves and continuously change their patterns as they evolve. An initially significant number of small bands gradually evolves into a smaller number of large bands, because of the stress shielding during growth, as described in Fig. 62. The external traction is considered to be constant during the evolution process.

The implosion of a thick-walled cylinder is an excellent technique to quantitatively estimate the parameters. This method is described in Section 3.3. Shear bands are initiated at the inner wall of the cylinder, where the strain is maximum, and propagate outwards, along trajectories of maximum shear strain, which form helicoids. The initial spacing and its evolution can be closely monitored.

This methodology developed by Xue et al. [157,327] has been applied to metals and alloys, and has been proven to be an effective and reliable means to probe the collective behavior of shear bands. They studied the self-organization of shear bands at a high strain rate ~ $10^4 \text{s}^{-1}$. The proposed two-dimensional model correctly describes the shear-band spacings of Ti and Ti-6Al-4V alloy, as presented in Fig. 63 [327]. The first stage is the nucleation stage in the preferred location at time $t_0$. The shielding effect can be expressed by $S$:

$$ S = \frac{\tilde{t} - t_c}{\tilde{t}} $$

where, $\tilde{t}$ is the characteristic time for the complete nucleation and $t_c$ is a critical time when a complete shielding effect happens. Under different shielding effects $S$, some of nuclei can no longer be activated as shown in Fig. 63. The increment in shielding effect $S$ generates increasing growth velocity $V$, reducing strain rate $\dot{\varepsilon}$, and reducing natural spacing $L$. During the growth stage, the spacing is $L_i$ at a certain length $l_i$. The growth becomes unstable at a critical length $l_{cr,i}$ and alternate shear bands growth with a new spacing $L_{i+1}$; the other shear bands stop the growth. The theory describes well the collective behavior of shear localization.

One example is Ti-6Al-4V alloy, which was impacted through the radial collapse technique by a thick-walled cylinder under explosive deformation [327]. Shear-band initiation, propagation as well as spatial distribution, were studied under increasing global strains. Fig. 64 (a) shows the pattern of helicoidal shear bands in a Ti-6Al-4V specimen at a global effective strain 0.541, whereas Fig. 64 (b) describes the size and spatial distribution of shear bands at a larger global effective strain of 0.915 [10]. The shear bands initiate at the surface boundary of the specimen and reach a periodical distribution at an early stage.

Fig. 65 presents how the shear-band spacing and its evolution determine the fracture of a cylindrical specimen. As the length increases, so does the spacing. There are considerable differences between materials. For example, the number of shear bands initiated in Ti (spacing of 0.18 mm) is considerably larger than that in Ti-6Al-4V (spacing of 0.53 mm). The experimental values of the initial shear-band spacings correspond well with theoretical predictions by GK, and WO and M, given in Eqs. 31–33.

Liu et al. [383] also proposed a multi-stage model for shear bands, in which the perturbation sources are incorporated through Gaussian distribution to depict the inhomogeneity of the material. The simulation results of collapsing cylinders were compared with the experimental observations reported by Xue et al. [157,382]. Therefore, a close agreement is established for various typical characteristics of ASBs, like spacing and the propagating velocity of the shear band. This obviously calls for additional works.

11.7. Effect of dynamic strain aging

Many alloys, including steels [5,6], iron [384], aluminum alloys [385], Ni-C alloys [386,387], titanium and its alloys [388–390],

![Fig. 63. Two-dimensional representation of concurrent nucleation and shielding. S is a shielding parameter; as S increases, the release of stress produced by growing shear band deactivates embryos. For $S_1 = 0$, all embryos are activated and shear-band spacing is small. For large value of shielding $S_3$ (right band side) only a fraction of embryos are activated [327].](image-url)
and high entropy alloys [391], which undergo dynamic strain aging (DSA) are also sensitive to shear localization. The repetitive interaction of dislocations with solute atoms leads to a reduced and sometimes negative strain-rate sensitivity, which promotes the onset of shear localization.

Dynamic strain aging is a phenomenon originated from the interaction of mobile dislocations with solute atoms. Cottrell [384,392] attributed the yield point phenomenon to the migration of solute atoms toward free dislocations. The resulting effect is that dislocations become surrounded by solute atoms in the form of atmospheres. Thus, two scenarios can be expected: (1) if the applied stress is too small, the dislocations can hardly escape from the atmospheres and thus solutes will migrate with dislocations, yielding an extra back force on the dislocation motion; (2) if the applied stress is sufficiently high, dislocations can be torn from the atmospheres and therefore solute atoms will not be able to retard the dislocation motion, resulting in plastic flow under a smaller force. The latter case generates an acute upper yield point followed by the flow to a lower yield point. Cottrell [384,392] proved that solute atoms could form atmospheres around free dislocations and retard their motion. Ham [393] proposed that the minimum strain rate $\dot{\varepsilon}_m$, when serrated flow initiates, is:

$$\dot{\varepsilon}_m = C \exp \left( -\frac{E_m}{k_B T} \right)$$  \hspace{1cm} (35)$$

where, $E_m$ is the effective activation energy for the exchange of vacancies and substitutional solute atoms, $C$ is a constant related to dislocations, solute atoms and vacancies, and $k_B$ is the Boltzmann constant.

---

**Fig. 64.** Evolution of the shear band pattern in Ti-6Al-4V alloy for the imploding explosive geometry of a thick-walled cylinder: (a) $\varepsilon_{\text{eff}} = 0.541$; (b) $\varepsilon_{\text{eff}} = 0.915$ [10].

**Fig. 65.** (a) Schematic diagram of the evolution of shear band spacing at different levels. (t$_1$ - Random initiation; t$_2$ - self organization into “periodic” pattern among nuclei; t$_3$ - some shear bands grow faster suppressing others; t$_4$ - self-organization of developed shear bands); (b) Spacing of propagating SBs as a function of length [327].
The trapping of mobile dislocations by solute atoms leads to a range of mechanical effects: serrations in the stress–strain curve, which is also called Portevin-Le Chatelier effect [394,395], increased strain hardening rate, reduced ductility (the blue brittleness of steels), and a change in thermal softening that results in thermal hardening in the extreme case.

The literature abounds with dynamic strain aging measurements and calculations. Fig. 66 (a) shows the flow stress (at a plastic strain 0.05) for AISI 1008 steel [6], varying temperatures at strain rates of $1.75 \times 10^{-4}$, $1.75 \times 10^{-3}$, and $1.75 \times 10^{-2}$ s$^{-1}$. Two effects have been observed: (a) the flow stress increases with temperature ranging from 350 to 500 K; (b) the peak temperature increases with strain rate. This has also been seen by Gilat and Wu [396], as presented in Fig. 66 (b). The same effect is observed: a shift in the hump to higher temperatures at higher strain rate. The results by Gilat and Wu [396] extend to a much higher strain rate and the hump is at $-700$ K for a strain rate of $2$ s$^{-1}$. It is concluded that the temperature for the hump is dependent on strain rate instead of solute content.

Recently, there have been several systematic studies of dynamic strain aging in severely plastic deformed materials [397,398]. It has been shown in ultrafine grained Al-Mg alloys [397] and titanium [398] that the Portevin-le Chatelier effect is promoted by severe plastic deformation, yet the influence is complex since the deformation microstructure is heterogeneous.

Two effects could modify the susceptibility to the formation of shear band due to the influence of dynamic strain aging:

(a) thermal softening is enhanced by the reduction of grain size, as the increase of the volume fraction of the grain boundary leads to an enhanced phonon scattering effect, which eventually lowers the thermal conductivity of the materials. The deformation-induced heat, therefore, is more difficult to be dissipated, leading materials to deform in non-uniform manner.

(b) the strain-rate sensitivity is largely reduced and in many cases negative. This leads to a non-uniform deformation and an enhanced susceptibility to shear localization.

11.8. Shear-induced chemical reactions

The importance of shear-induced chemical reactions was first reported by Bridgman [399], who proposed that the shock pressure can “break down” the electronic structure of atoms, and lead to the modification of material properties. Later, it was demonstrated by Vereshchagin et al. [400], Teller [401] and Enikolopyan et al. [402], that simultaneous pressure and shear can enhance reactivity of materials. Thadhani [403] revealed shock-induced chemical reactions and synthesis of materials. During shock compression, the coexistence of strong hydrostatic and deviatoric stresses often creates mechanical responses unique to this extreme regime. An unusual combination of “structural defects” and “powder packing characteristics” is generated, which can significantly promote chemical reactivity of powders and result in accelerated mass transport kinetics. Under such unique conditions, not only can metal and ceramic powders be dynamically consolidated [404,405] or undergo solid-state structural phase transformations [406–408], but there can also be molecular decomposition of compounds [409,410], chemical reactions in powder mixtures [411–413], as well as the synthesis of compounds [414–416].

![Fig. 66. (a) Effects of temperature and strain rate on flow stress (5% plastic strain) of AISI 1008 steel [6]; (b) Effect of temperature at high strain rates on flow stress of AISI 1020 steel [396].](image)
Shock densification experiments conducted on Mo-Si, Ti-Si, Nb-Si, Ni-Ti, or Ni-Al powder mixtures by Meyers et al. [417,418], Dunbar et al. [419], Thadhani [420,421], Xu et al. [422] and Nesterenko et al. [423], found the formation of localized reactions in nonuniformly deformed areas. These studies also demonstrated that the intensely deformed powder mixtures in the localized areas underwent chemical reaction even at pressures lower than the shock threshold pressure. The extent of induced reactions was found to increase with the shock energy and temperature. Nesterenko et al. [423] carried out controlled shear experiments at a shock pressure lower than 1 GPa and showed that intense shear deformation above a threshold level can trigger and propagate chemical reactions. In the cylindrical implosion geometry, shock/shear initiated reactions followed regions of intense shear generated by ASBs. Based on experiments in Nb-Si and Mo-Si powders, different extents of shock-induced or shock-assisted chemical reactions were found in three concentric regions, (1) fully reacted; (2) partially reacted; and (3) unreacted. The shock energy dissipated by plastic deformation indeed plays a significant role in the initiation of the chemical reaction. It was proposed that the Krueger-Vreeland threshold energy for chemical reactions should be modified to take into account the plastic deformation energy. The analysis of partially reacted regions enabled the identification of the reaction micro-mechanisms according to the model proposed by Meyers et al. [418].

Recently, Zhao and Meyers [211,424,425] reported laser-shock induced amorphization in four covalently bonded solids, namely silicon (Si), germanium (Ge), boron carbide (B,C) and silicon carbide (SiC), as shown in Fig. 60. Such amorphization (presented in Section 11.5) is supposed to be a new deformation mechanism of covalently bonded materials at ultrahigh strain rate ($>10^7 \text{s}^{-1}$) when other mechanisms such as dislocation slip, twinning, phase transformation and fracture are kinetically less favorable. The fact that the occurrence of amorphization can potentially suppress catastrophic failure of these brittle materials provides a new route for materials engineering.

Bryant et al. [426] carried out laser-driven shock-compression experiments including velocimetry and soft recovery on Ce7Al metallic glass ribbon samples. At shock pressures below 1.8 GPa, no obvious deformation or structural changes are evidenced via XRD analysis. When the shock conditions were above the magnitude of this precursor elastic limit, visible deformation and crystallization was found. The overall results demonstrate possible densification of the glass due to delocalization of 4f electrons in Ce at lower laser shock pressures and increased crystallization with preferred orientation and distortion of the nanocrystals at higher shock compression conditions.

Thus, plastic flow in shock waves leads to the appearance of a characteristic mass-transfer mechanism which gives rise to diffusion processes during the very short period of shock-wave compression. Meanwhile, phase transitions, such as polymorphic, melting, and freezing are of significant consequence under shock-wave loading conditions. Based on the above considerations, Dai et al. [59] proposed an explosive welding method; a typical Zr-based BMG and a commercial Cu-based crystalline alloy were successfully joined based on the thick-walled cylinder technique. The mutual diffusion of component atoms in these two welded materials was observed in the interface regime and the increase of the diffusion coefficient was estimated to be about 10–100, which suggests that there is a violent coupled thermo-mechanical state near the interface after the high-speed collision. The material melting facilitated the welding process by reducing the initial surface roughness due to explosion impact. The dissimilar joining of the non-crystalline to crystalline alloy based on the shear-induced chemical reactions extends the application of bulk metallic glasses as structural and functional materials.

Shock-induced reaction synthesis, which incorporates a combination of self-sustained, high-temperature (2000–3000 K) reactions and a shock compression wave, demonstrates a unique method to produce advanced materials. It has been applied to many reactive systems, promoting the synthesis of a significant number of solid compounds and phase transformations including boron nitride [427], borides [428], silicides [429], and aluminides [430], as well as a novel welding approach [59].

12. Microstructural evolution inside shear bands

12.1. Dynamic recrystallisation

The results presented in Section 11 show ample evidence for the formation of a nanocrystalline/ultrafine-grained structure that is accepted as being due to dynamic recrystallization. The recognition that dynamic recrystallization is responsible for generating nanocrystalline/ultrafine-grained microstructures in the shear bands dates from 1980s [298] and the realization that this mechanism was of a rotational and not migrational nature was a gradual process. The mechanistic understanding evolved from simple qualitative description to more complex quantitative treatments. The repeated observations of nanocrystalline and ultrafine grained structures within shear bands and a low dislocation density suggested a dynamic recovery/recrystallization process, which was proposed by Andrade et al. [108] for copper and Beatty et al. [337] for high strength steel. Since copper does not form shear bands because of its high strain hardening capability, Meyers et al. [431] and Andrade et al. [108] pre-shocked it to a high pressure (~50 GPa) using a flyer plate technique driven by an explosive charge. This introduced a highly hardened structure consisting of dislocation cells and twins and decreased significantly the strain hardening. In this condition, the hat-shaped specimens yielded a region of forced localization when subjected to high local strains.

It should be mentioned that dynamic recrystallization is also present in quartz [379], sodium nitrate [432], and other minerals. The two principal dynamic recrystallization mechanisms are, as classified by Derby [433], migrational and rotational. The deformation time for shear localization, at a high strain-rate about $10^4 \text{s}^{-1}$, is of approximately 0.2–0.4 $\times$ $10^{-4}$ s. The cooling times were calculated by Meyers et al. [19], and Hines and Vecchio [434] and are around $10^{-3}$ s. These are shown in Fig. 67.

In the migrational dynamic recrystallization regime, the grain boundaries have to travel distances comparable with the sizes observed. Grain-boundary migration calculations conducted by Meyers et al. [336], and Hines and Vecchio [434], predict the distances of:
Ta: \(8.6 \times 10^{-1}\) nm \[336\]
Ti: \(3.9 \times 10^{-1}\) nm \[336\]
Cu: \(3 \times 10^{-3}\) nm \[434\]

These distances are much smaller than the observed grains, with sizes of 20–200 nm. Thus, migrational recrystallization is not a dominant factor during deformation. Nevertheless, as described by Andrade et al. \[108\], it can contribute to some increase to the size of the grains during the cooling stage which is longer, by an order of magnitude, than the deformation stage. More detailed calculations are presented in Section 12.2.

12.2. Migration of grain boundaries and kinetics of grain growth

This section will explore the hypothesis of migrational recrystallization in a greater detail. The mobility of a grain boundary was established by applying the theory proposed by Rath and Hu \[435,436\]. The driving force for the motion of one grain boundary was simply calculated by equating the force working on a curved section of length \(dS\) with the energy of grain boundary, \(\gamma_{GB}\). The total force \(F\) acting on the grain boundary in the \(y\) direction (Fig. 68 (a) \[437\]) is expressed as (in this two-dimensional approximation):

\[
F = 2\gamma_{GB} \sin \frac{d\theta}{2} \approx \gamma_{GB} d\theta \quad \text{(because \(\theta\) is considered small)}
\]

Therefore,

\[
F \frac{dS}{d\theta} = \gamma_{GB} d\theta
\]

The motion velocity of the boundary, \(v\), is related to the driving free force \(F\) for migration acting on the boundary \(dS\):

\[
v \frac{\gamma_{GB}}{R_{GB}} = M_{GB} \frac{\gamma_{GB}}{R_{GB}}
\]

where \(M_{GB}\) is a constant describing grain-boundary mobility, and \(R_{GB}\) is the radius of the grain boundary. This mobility is exponentially dependent on temperature through the classic Arrhenius-type relationship \[436\]:

\[
M_{GB} = M_0 \exp\left(-\frac{Q}{RT}\right)
\]

Fig. 67. Calculated temperature during shear band cooling as a function of time: (a) Cu, Ta, Ti \[19\]; (b) Cu at initial temperatures before deformation of 298 and 77 K \[434\].
For steel [438]: $Q = 140 \text{ kJ/mol}, M_0 = 3.5 \times 10^{-7} \text{ m}^4\text{J}^{-1}\text{s}^{-1}, \gamma_{GB} = 0.835 \text{ J/m}^2$. Rath and Hu [435] use a similar equation, except for the exponent, $p$, which depends on the misorientation and purity of the grain boundary:

$$v = M_{GB} \Delta F_m = M_{GB} \left( \frac{\gamma_{GB}}{R_{GB}} \right)^m$$

(40)

Through experimental fit, $p$ was calculated to vary from 1 to 4.

Considering $d/2 = R_{GB}$, where $d$ represents the grain size, the velocity of grain boundary is expressed as a function of grain size in Fig. 68 (b) for various temperatures, from 900 to 1100 K. For a grain size of 100 nm, the velocity was estimated to be 22 nm/s at 900 K. The curves at 1000 K and 1100 K present higher velocities: $v = 141$ and 652 nm/s, respectively. A grain boundary displacement of 22 nm at 900 K would take 1 s. The cooling usually takes place in time scales of fractions of milliseconds. This time is not sufficient to reorganize the sub-grain configuration by migrational (continuous) recrystallization. Assuming 1 ms (Section 12.4) and $d = 100 \text{ nm} (v = 0.01 \text{ m/s})$, a movement of 10 nm is reached. This model of grain-boundary mobility calculation shows that no significant grain growth happens during the cooling process and thus rotation of boundaries is indeed necessary during deformation.

An alternative approach incorporating both nucleation and growth of grains based on grain boundary energy change and diffusion mechanism was implemented by Li et al. [142]. The grains nucleate either homogeneously or heterogeneously at the elongated substructural boundaries in the deformed sample. Li et al. [142] showed that the growth of these new nuclei of recrystallized grains should incorporate both strain rate and atomic thermal migration. Including shear strain rate $\dot{\gamma}$, the growth rate for a grain associated with a certain strain, the change in diameter $D_2$ can be represented as:

$$\dot{D}_2 = \frac{ab\delta}{2\eta}D_1^2 \sqrt{\frac{2\rho_m}{3}} \dot{\gamma}$$

or

$$\frac{dD_2}{dt} = \frac{ab\delta}{2\eta}D_1^2 \sqrt{\frac{2\rho_m}{3}}$$

(41)

Based on Eq. 41, $D_2 = D_1 \left( \frac{1}{1 - \eta \dot{\gamma} \gamma_c} \right)$, is an average recrystallized grain size, $D_1$ is the equivalent diameter of cell structure or sub-grains, $B = \frac{ab \delta}{2\eta} \sqrt{\frac{2\rho_m}{3}}, \eta$ is the boundary energy density, $\gamma_c$ is the critical shear strain related to the stopping of rotation and starting of the migration of sub-grain, $ab\delta^2$ is the energy per unit length of dislocation (where $a$ is a constant of 0.5–1.0) [439], $\delta$ is the width of the cell wall, $\rho_m$ is the mobile dislocation density, and $\gamma$ is the instantaneous strain. On the other hand, a temperature rise has been observed inside the shear band, resulting in the growth of recrystallized grains. The growth rate of these grains has to be associated with the atomic thermal migration and it is expressed as:
\[ \frac{dD}{dt} = (D_{B0} + k_1\gamma D^0) \left( \frac{2\eta}{D^2} + \frac{2\tau^2}{E} \right) \frac{\Omega}{\delta k T} \]  

(42)

where, \( D_3 \) is the instantaneous grain size, \( D_{B0} = D'_0\exp(-Q_B/RT) \) and \( D^0_V = D''_0\exp(-Q_B/RT) \), where, \( D^0_V \) is the vacancy diffusion coefficient in the grain boundary, \( D_{B0} \) is a grain-boundary diffusion coefficient, \( \Omega = b^3 \) is the atomic volume, \( k_1 \) is a constant, \( \tau_1 \) is the applied shear stress, \( E \) is the elastic modulus. \( Q_B \) is the activation energy for grain-boundary diffusion, \( D'_0 \) and \( D''_0 \) are pre-exponential factors, \( R \) is the gas constant, and \( T \) is the absolute temperature.

Strain-rate and temperature influence are considered during the nucleation and growth process of dynamic recrystallization. The first one is an athermal part, and the latter one is the result of thermal diffusion. Li et al. [142] combined these two parts and predicted the grain growth rate during shear localization within the narrow bands:

\[ \frac{dD}{dt} = (D_{B0} + k_1\gamma D^0) \left( \frac{\eta}{D^2} + \frac{\tau^2}{E} \right) \frac{2\Omega}{\delta k T} + \frac{4\mu b^2}{3\eta} \frac{2\rho\gamma^2}{D^2} \]  

(43)

This equation can be solved numerically. The calculation demonstrates that the recrystallized new grain diameter \( D \) increases almost linearly as a function of time \( t \), and, after several microseconds it will shift to an exponential growth. Nevertheless, the deformation time is around 20–40 microseconds, so the resulting grain growth is actually very limited at this point, indicating that grain growth could hardly occur during the dynamic loading. This calculation essentially confirms the previous calculation in the beginning of this section. Li et al. [142] analyzed the recrystallized grain size in a Ni-Cu-Al alloy, and the grain size which ranges from 13 to 200 nm in diameter is confirmed by TEM observations.

12.3. Evolution of structure: from dislocations to sub-grains and equiaxed grains

The realization that migrational (discontinuous) recrystallization could not take place led to the search for alternative mechanisms.

---

Fig. 69. Schematic of microstructural evolution leading to rotational recrystallization during severe dynamic plastic deformation: (a) homogeneous dislocation distribution; (b) reorganization into elongated cells/subgrains at critical strain/temperature; (c) continued deformation and increase in subgrain misorientation; (d) cell formation inside of subgrains and their breakup; (e) formation of equiaxed nano-/ultrafine-sized grains by rotation of grain boundaries by 30° [441].
As mentioned earlier, rotational (or continuous) recrystallization is already well known for minerals (e.g., Derby [440]).

The formation mechanism of these recrystallized grains is interpreted as consisting of a first stage, in which elongated sub-grains are formed, followed by their breakup to form equiaxed grains. This requires breakup of the elongated subgrains by rotation of individual segments; they gradually acquire different orientations. Strain-gradient effects become prominent at this stage. This evolution model was proposed by Meyers et al. [336] and expanded by Meyers et al. [19] using dislocation dynamics. The sequence of events is shown in Fig. 69.

The strain energy $E_1$ for randomly distributed dislocations in configuration $a$ is represented in Fig. 69 by the expression:

$$E_1 = \rho_d \left( \frac{A\mu b^2}{4\pi} \right) \ln \left( \frac{a}{2b\rho_d^{1/2}} \right)$$  \hspace{1cm} (44)

where $\rho_d$ is the dislocation density, $A$ is a constant depending on the character of the dislocations, $\mu$ is the shear modulus, $b$ is the Burgers vector, and $a$ is a parameter which is related to the core energy of the dislocations. It is assumed that, when a critical strain or temperature is reached, the homogeneous dislocation distribution is transformed into a subgrain structure by the movement of dislocations to the cell walls. The temperature-induced mobility of the dislocations enables such a change, at a critical point (strain or temperature, or a combination of both). The dislocation density evolution is governed by an evolution of, for instance, the Mecking-Kocks equation:

$$\frac{d\rho_d}{dt} = k_g \sqrt{\rho_d} + k_a \rho_d$$  \hspace{1cm} (45)

where, $k_g$ represents a hardening, or dislocation generation factor, and $k_a$ represents a softening, or dislocation annihilation factor.

If the dislocations evolve into the subgrain structure, the energy is changed. The elongated cells are simplified to be of an ellipsoidal shape. This is represented by the configuration in Fig. 69 (b). The cell walls are assumed as tilt low-angle grain boundaries. For an ellipsoid shape with the aspect ratio $r$, the surface area $S$ and volume $V$ are expressed as:

$$S = 2\pi f(r) W^2$$  \hspace{1cm} (46)

$$V = \frac{4}{3}\pi r W^3$$  \hspace{1cm} (47)

$$f(r) = 1 + \frac{r^2}{\sqrt{r^2 - 1}} \sin^{-1} \left( \frac{\sqrt{r^2 - 1}}{r} \right)$$  \hspace{1cm} (48)

where $W$ is half of the cell width. All dislocations are assumed to be absorbed into the cell walls. The following equation represents the energy of dislocation subgrains, $E_2$, which has its origin in low-angle grain boundaries:

$$E_2 = \rho_d \left( \frac{A\mu b^2}{4\pi} \right) \ln \left( \frac{ea}{a V \rho_d} \right)$$  \hspace{1cm} (49)

where $D_a$, the dislocation spacing at the tilt (cell) boundaries, generates a misorientation of the low-angle grain boundaries, $\theta$, through:

$$D_a = \frac{b}{2\sin(\theta/2)} \approx \frac{b}{\theta}$$  \hspace{1cm} (50)

![Fig. 70. Relationship between critical dislocation density $\rho_d^*$ and subgrain width [19].](image-url)
Eqs. (44) and (49) represent the total energy per unit volume with dislocation configurations a and b, in Fig. 69, respectively. The condition \( E_1 = E_2 \) yields the critical width \( W \), and misorientation angle \( \theta^* \) at a dislocation density \( \rho^* \): 

\[
W = \frac{3ef(k)}{4\pi k}
\]

(51)

\[
\theta^* = \frac{3}{4} \left( \frac{e}{\pi} \right)^2 \left( \frac{f(r)}{r} \right) \left( \frac{b}{W} \right)
\]

(52)

Thus, the higher the dislocation density at which they reorganize, the smaller will, on its turn, be \( W \). The energy difference between configurations a and b reaches a maximum when \( r \to +\infty \), where \( f(r)/r = \pi/2 \).

This derivation corresponds well with the TEM observations. A typical dislocation cell size varies from 50 to 300 nm, with a rise of temperature \( \sim 400 \) K. This is associated with a dislocation density of \( 10^{10} \) cm\(^{-2} \), approximately. Fig. 70 provides the relationship between the critical dislocation density \( \rho^* \) (ranging from \( 10^8 \) to \( 10^{10} \) cm\(^{-2} \)) and the width \( W \).

After the formation of subgrains, there is a continuous increment in dislocation density with increased plastic deformation. If this increase is mainly accommodated by subboundary gradients, the misorientation of grain boundaries can increase if cells do not dissociate (consistent with experimental observations). Cells gradually become sub-grains with the increase of misorientation. Beyond \( \theta^* = 10^\circ \), the adjacent grains define high-angle boundaries. These boundaries build barriers for the dislocation motion. As experiments demonstrate, these elongated cells finally break up (Fig. 69 (d)), this is attributed to limited ability of the elongated cells to accommodate deformation. This results in a reorganization of dislocations inside subgrains to low-energy grain boundaries perpendicular to the cell boundaries. Indeed, Xue et al. [136] describe such an intermediate structure for 316L stainless steel. A similar structure was also observed by Meyers et al. [56] in tantalum, at a strain below the one for equiaxed grains. The break-up of the elongated subgrains to form near-equiaxed micro- or nano-grains is the following stage, which requires thermal energy and diffusional evolution (albeit in a very small region), corresponding to the transition from d to e in Fig. 69. The individual equiaxed grains are formed by rotation of the segments and driven by the continued requirement to move dislocations to accommodate the plastic strain. Rotations of grain-boundaries by small angles are required and the driving force is the decrease of the overall grain boundaries energy. This will be seen in the next section.

12.4. Rotation of grain boundaries

Once the elongated cells are formed and upon continued plastic deformation, they break up. Meyers et al. [106] proposed a theory of grain-boundary rotation to demonstrate the evolution of the structure during the dynamic recrystallization. To demonstrate this, it has to be confirmed that grain-boundary rotation can be finished within the time/temperature history during shear localization. The mechanism can also be applied to other severe plastic deformation processes during dynamic recrystallization and indeed this was applied by Mishra et al. [441] to ultra-fine-grained copper prepared by Equal Channel Angular Pressing (ECAP). The relaxation of the misoriented segmented grains to a more equiaxed grain configuration can be accomplished by small rotations of the grain boundaries. Fig. 71 (a) and (b) show that a rotation of 30\(^\circ\) of the boundaries leads to the transformation from segmented subgrains to an equiaxed microstructure. If each subgrain segment rotates by an angle \( \theta \), an equiaxed or near equiaxed structure would be formed. This process can be assisted by the diffusion (flux of atoms) along the grain boundary, which normally is orders of magnitude faster than that in the bulk. Fick’s law, which is associated with a potential energy gradient, is applied. This is a crucial idea of this model: a mechanical stress drives the diffusion by assuming an applied force \( \vec{F} \) acting on a particle:

\[
\vec{F} = \nabla \mathbf{V}
\]

(53)

where \( \nabla \mathbf{V} \) represents the gradient of the potential energy field. Thus, the average diffusion velocity \( \mathbf{V} \) is expressed as the product of the mobility of diffusion species \( M \) by the driving force: \( \mathbf{V} = M \nabla \mathbf{F} \). The flux \( J \) along a grain boundary with thickness \( \delta \) and depth \( L_2 \) (cross-sectional area \( L_2 \delta \)) is thus represented as:

\[
J = L_2 \delta C_o M F = \left( \frac{L_2 \delta D_C_m}{k_B T} \right) F
\]

(54)

where \( C_o \) is the concentration of the mobile species (mass per unit volume), \( D \) is the diffusion coefficient, (which will be the grain-boundary diffusion coefficient \( D_{GB} \)), and \( k_B \) is Boltzmann constant.

The decrease of the interfacial energy drives the rotation of subgrains. The force applied on the grain boundaries is expressed as:

\[
F = \gamma_{GB} \left( 1 - 2 \cos \frac{\theta}{2} \right) L_2
\]

(55)

The relationship between the degree of grain rotation and the flow volume, \( dV \), is expressed as:

\[
\frac{L_2^2 d\theta}{4L_2} = dV
\]

(56)

where \( L_2 \) is the thickness and \( dV \) is the volume transferred. \( L \) is the instant boundary length of the subgrain (shown in Fig. 71 (b)) and
equals to:

\[ L = \frac{L_1}{\cos \theta} \]  

(57)

where \( L_1 \) is the initial length, as indicated by AB in Fig. 71 (a). Thus, from Eq. (56):

\[ \frac{d\theta}{dt} = \frac{4 \cos^2 \theta}{L_2 L_1^2} \frac{dV}{dt} = \frac{4 \cos^2 \theta}{L_2 L_1^2} \frac{dm}{dt} \]  

(58)

where \( \frac{dm}{dt} \) is the mass change along boundaries, which is equal to the rate of volume change multiplied by density \( \rho \).

The rate of mass change, \( \frac{dm}{dt} \), incorporated into Eq. (58), represents the flux, \( J \). Substituting Eq. (54) into 58:

\[ \frac{d\theta}{dt} = \frac{4 \cos^2 \theta}{L_2 L_1^2} J = \frac{4 \cos^2 \theta}{L_2 L_1^2} \left( \frac{L_2 D_{GB} C_m}{k_B T} \right) \frac{4 \delta D_{GB} C_m}{k_B T} \gamma_{GB} (1 - 2 \sin \theta) L_2 \]  

(59)

\[ \frac{d\theta}{dt} = \frac{4 \cos^2 \theta}{L_2 L_1^2} \frac{4 \delta D_{GB} C_m}{k_B T} \gamma_{GB} (1 - 2 \sin \theta) L_2 \]  

(60)

Assuming that the grains formed are equiaxed, \( L_2 \approx L_1 \).

\[ \frac{4 \delta D_{GB} \gamma_{GB}}{L_1 k_B T} t = \int_0^\theta \frac{d\theta}{\cos^2 \theta (1 - 2 \sin \theta)} \]  

(61)

By integrating Eq. (61), one obtains:

\[ t = \frac{L_1 k_B T}{4 \delta D_{GB} \gamma_{GB}} f(\theta) \]  

(62)

in which:

Fig. 71. (a) and (b) Representation of the last stage of rotational recrystallization leading from rectangular sub-grains to equiaxed ultrafine grains through rotation of grain boundaries: (a) a grain boundary AB under effect of interfacial energies; (b) material flux through grain boundary diffusion and rotation of AB to A’B’; (c) calculated rotation angle of boundaries from a grain size of 200 nm as a function of time for different temperatures [106,437].

[Diagram and graph are shown, illustrating the process of rotational recrystallization and the calculated rotation angle over time.]
\[
f(\theta) = \frac{\tan \theta - \frac{1}{2} \cos \theta}{(1 - 2 \sin \theta)} + \frac{4}{3\sqrt{3}} \ln \frac{\tan \frac{\theta}{2} - 2 - \sqrt{3}}{2 + \sqrt{3}} + \frac{2}{3} - \frac{4}{3\sqrt{3}} \ln \frac{2 + \sqrt{3}}{2 - \sqrt{3}} \tag{63}
\]

The most significant parameter in Eq. (62) is the grain-boundary diffusion coefficient \(D_{GB}\), which contributes to the diffusion coefficient \(D\). It is multiplied by the grain-boundary thickness \(\delta\) and is given, based on Frost and Ashby [442], for AISI 304 stainless steel [106], as:

\[
\delta D_{GB} = 2.0 \times 10^{-13} \exp \left[ -\frac{167 \times 10^3}{RT} \right] \text{ (m}\, \text{s}^{-1}) \tag{64}
\]

As an illustration here, we utilize the parameters for stainless steel to demonstrate the application of Eq. (62). The subgrain size is taken as 200 nm in stainless steel to estimate the grain rotation time [106]. For \(T = 900, 1000, 1100\) K, the represented relationship of the degree of rotation and time are shown in Fig. 71 (c). The thickness of grain-boundary \(\delta\), taken as 0.5–1 nm, is not necessary here, because it is already incorporated into Eq. 64. The rate of rotation reduces with increasing \(\theta\) and asymptotically reaches 30°, at which point the grains are equiaxed and the driving force becomes zero. The temperature \(T\) is calculated separately, as shown in Section 5.1. The above temperatures \((T = 900, 1000, 1100\) K) are within the range of recrystallization temperatures. Meyers et al. [106] estimated for stainless steel a temperature rise to be about 800 K at a shear strain of 10 and equal to about 1000 K when shear strain reaches 35.

Fig. 71 demonstrates that the rotation of a 200 nm grain from a rectangular to an equiaxed shape occurs in a short time of 0.5 ms. This is within the same order as the deformation time. Thus, the equiaxed configuration formed during shear localization has been demonstrated by both experiments and theory. The coexistence of elongated and rectangular subgrains observed inside the shear bands in 304L stainless steel, is significant evidence for this mechanism of equiaxed grain formation by the rotation dynamic recrystallization mechanism as presented above.

### 12.5. Dynamic deformation/adiabatic shear band formation

Fig. 71 (c) shows that a grain rotation of 30° occurs in 1.4 \(\mu\)s at the temperature of 1100 K, whereas with decreasing temperature in the shear band, it takes a relatively longer time. For a higher temperature, a rotation of 30° takes \(~ 0.9\) ms at 800 K. These calculations predict progressive rotations of the grain boundary within the deformation time \((1–64\, \mu\text{s})\) at temperatures between 900 K and 1100 K.

---

**Fig. 72.** TEM images of Cu subjected to shear strain of 4: (a) and (b) microstructure inside the shear band of impacted hat-shaped specimen (strain rate of about \(10^4\) s\(^{-1}\)); (c) and (d) microstructure generated by equal channel angular pressing (ECAP) after 4 passes under a strain rate of 1 s\(^{-1}\) [108,441].
for grain sizes between 0.1 and 0.3 μm [437]. However, this does not exclude the existence of reorientation or accommodation of the grain boundaries at the cooling (post deformation) stage.

12.6. Comparison of shear localization with conventional low-strain-rate severe plastic deformation

It is instructive to compare the structures generated by severe plastic deformation and adiabatic shear band formation. This was done by Mishra et al. [441] who concluded that the same mechanism operates in both cases. The similarity between the recrystallized ultrafine- or nano-grains prepared by ECAP and the microstructures generated within shear bands is striking, despite the obvious difference in thermomechanical history. For comparison purposes, Fig. 72 (a) and (b) show the ultrafine-grained copper achieved in a hat-shaped specimen which was constrained by the plastic deformation in a narrow 200 μm band [108]. The shear strain was measured to be about 4 and a size of 100–200 nm grains was revealed. Fig. 72 (c) and (d) illustrate the structure obtained by ECAP with an equivalent shear strain of 4 through four passes. The grain size is relatively similar, with more obvious grain-boundary waviness by ECAP, as described by Mishra et al. [441]. This is indeed very surprising, considering the significant differences in strain-rate (approximately 1 s⁻¹ for ECAP and 10⁴ s⁻¹ for the dynamic testing) and thermal history (successive thermal spikes after each pass for ECAP and adiabatic temperature rise to ~ 600 K for the hat-shaped specimen).

This similarity is clarified by comparing the Zener-Hollomon parameters, Z, for these two processes. The Zener–Hollomon parameter includes both temperature, T, and strain rate, ε, in one equation which has the activation energy for diffusion, Q [36]:

\[
Z = \dot{\varepsilon} \exp\left(\frac{Q}{RT}\right)
\]  

(65)

For the formation of a shear band in hat-shaped specimen, the strain rate is taken as 10⁴ s⁻¹. Using Q = 72.5 kJ/mol (the activation energy for grain-boundary diffusion in copper) and an estimated temperature T = 500 K, one obtains ln Z = 27. For ECAP, the strain rate is about 1 s⁻¹. The temperature rise is very minor. We take, as a first approximation, T = 350 K (this is calculated using the expressions in Section 5.1). Using the same activation energy, one can get ln Z = 25. Thus, the conditions in both adiabatic shear localization and ECAP favor thermal recovery in the same manner. The similarity of the value of ln Z results in the similar subgrain size. Li et al. [443] generalized this, discovering that deformation-induced grain refinement increases at higher Z values and the average grain size drops from 320 to 66 nm when ln Z increases from 22 to 66. The grain refinement mechanism is dominated by dislocation activity in low-Z processes, while deformation twinning plays a significant role in high-Z deformation. A significant increase in yield strength from 390 to 610 MPa was revealed in deformed Cu when increasing Z, attributed to a significant grain refinement by deformation nanotwins.

12.7. Dynamic recrystallization: does it precede or follow localization?

The question whether dynamic recrystallization generates shear localization or is a product thereof is difficult to answer. It is akin to the ‘Chicken-and-egg’ conundrum. Molinari and Clifton [243] and Molinari [453] showed that thermal softening alone can lead to localization when the accumulated plastic strain reaches a critical value. One should not forget that thermal softening is the result of the interaction of dislocations with short-range obstacles. Rotational dynamic recrystallization results in the breakup of the dislocation structure into well-defined sub-grains and subsequent formation of grains with diameter of ~ 200 nm. Dislocations are also involved in the formation of these low-angle boundaries between adjacent sub-grains which gradually increase in misorientation. Would this be a vindication of the ‘crystallite theory’ of plastic deformation of the beginning of the Twentieth Century resulting from X-Ray line broadening? This theory was superseded in the 1930s by dislocation theory. We believe that rotational dynamic recrystallization is qualitatively distinct from strict softening due to thermal energy. It results in an acceleration in the drop of the flow stress and in a more abrupt delineation of the shear band. The simulations by Lieou and Bronkhorst [445,454] suggest that DRX results in a significant drop in dislocation density and shear stress, in contrast with thermal softening alone. The experimental results by (Guo et al. [225] (Fig. 17) are intriguing: they suggest that the formation of an ASB (at the maximum stress) precedes the drastic temperature rise. These results are not in agreement with those of Nie et al. [154] (Fig. 11) which show that localized heating precedes the maximum stress. One can conclude from the above that dynamic recrystallization is involved in the ‘transformed’ bands, whereas thermal softening leads to ‘deformed’ bands, in the old nomenclature.

13. Additional considerations and advances

Using the Manwaring-Meyer [132] hat-shaped configuration and copper specimens pre-conditioned by shock compression to ~ 50 GPa in order to increase the yield stress and decrease the work-hardening rate, Hines and Vecchio [434] confirmed the effect first observed by Andrade et al. [108]. Fig. 73 (a) shows that the shear band obtained in copper by Meyers et al. [105], and Andrade et al. [108] with deformation initiated at room temperature in Fig. 73 (b) is identical to the one obtained by Hines and Vecchio [434] on the same material with deformation initiated at 77 K. The similarity between the two specimens is obvious, with the width of the forced localization region being the same ~ 200 μm.

Hines and Vecchio [434] also evaluated the subgrain coalescence recrystallization mechanism and concluded that it cannot operate within the deformation time. They thus concluded that a mechanically-based process would be necessary for dynamic recrystallization at high strain rates. This was modeled using a bicrystal subjected to simple shear and applying a micromechanical model incorporating rate-dependence and lattice rotations. These calculations provided a mechanistic interpretation for the progressive rotations between
the two subgrains and annihilation of dislocations, generating high-angle grain boundaries. This progressive subgrain misorientation generates rotational recrystallization and is akin to the evolution of dislocations into subgrains presented by Meyers et al. [336]. Fig. 74 shows the sequence of structural rearrangement steps under shear starting with a monocrystal (a) which subdivides into elongated cells (b), which on their turn break down into equiaxed subgrains that continue to rotate (c), leading to the final structure (d). Thus, they also point to rotational recrystallization as the mechanism responsible for the generation of the ultra-fine and nanocrystalline grains, as presented in Fig. 75 [444].

Rittel and coworkers [281] investigated the evolution of microhardness in pure titanium and two-phase titanium alloys Ti-6Al-4V and observed nanosized recrystallization grains at applied strains that were only one half of the localization strain. They argue that dynamic recrystallization precedes shear-band formation and is not the result of localization. Fig. 76 (a) shows one such region, with nanograins indicated by arrows. For titanium, in a similar manner, discontinuous islands of recrystallized grains nucleate and grow with strain, eventually coalescing and forming a continuous band, which in essence is the shear band. Localization, marked by a rapid drop in stress, corresponds to the complete band formation. This discontinuous formation of recrystallization islands is consistent with Guduru and Ravichandran’s [153] observation that the shear band contains “hot spots”. These are softened by virtue of the local increase in temperature, and further by the annihilation of dislocations when recrystallization takes place. Plastic deformation and temperature inhomogeneities are the probable causes for the recrystallization islands observed by Rittel et al. [281]. Another aspect to consider is the non-homogeneous plastic deformation, a characteristic feature of plastic deformation in polycrystals and especially of bi-phase alloys, such as Ti-6Al-4V. In order to illustrate such phenomenon, Fig. 76 (b) shows the larger magnification optical microscopy images of the well-developed and the onset regions of an ASB. Local differences of deformation pattern are readily seen. Thus, the plastic deformation in specific areas might exceed considerably the global strain. This can be a further cause of “early” recrystallization observed by Rittel and collaborators [281].

The mechanistic incorporation of this complex phenomenon of recrystallization in shear bands has been taken up by Lieou and Bronkhorst [445]. A rigorous mechanics analysis incorporating thermodynamics and the entropy of dislocation configurations was conducted in an ideal material (pseudo-titanium) used as model and compared with experiments by Li et al. [81]. The grain size and dislocation density evolution are compared and significant differences in the response are observed between specimens which undergo dynamic recrystallization and those who do not. The recrystallized grains have significantly reduced dislocations. The shear stress vs. shear strain curve has a more pronounced drop with dynamic recrystallization, as shown in Fig. 77 (a). This simulation was performed

Fig. 73. Shear localization regions in pre-shocked copper (to a pressure of ~ 50 GPa) [105] deformed at (a) room temperature (298 K) and (b) 77 K [434]. Note similar thickness and characteristics of bands.
at a high strain rate, \(-5 \times 10^4\) s\(^{-1}\). The corresponding dislocation density evolution is presented in Fig. 77 (b), where the dimensionless ordinate represents a normalized dislocation density (dislocation density/initial density). This reduced dislocation density, in turn, affects the flow stress. In the absence of dynamic recrystallization, the density produces saturation beyond a shear strain of 4, whereas it undergoes a significant drop in the case of DRX. These results represent a quantitative mechanistic understanding of the structural evolution of shear localization which incorporates rotational recrystallization.

Fig. 78 summarizes the micromechanical behavior of nanocrystalline NiTi (with average grain size 65 nm) \([446]\). The compression deformation of the micropillars leads to the formation of localized nano-shear bands with significant strain bursts, leading to extreme amorphization and further grain-size decrease from an initial 65 to 11 nm inside the shear band. This shear-induced amorphization is akin to the one analyzed by Zhao et al. \([375]\) for Si, Ge, and has also been observed by Luo et al. \([447]\) in the intermetallic compound SmCo\(_5\). The phase transformation mechanism still needs to be examined, originating from its unstable thermodynamic status.

14. Conclusions

Shear localization is a process of plastic deformation which precedes the failure of materials under external loading. When the rate of application of the load, and consequently the rate of generation of heat in a narrow region becomes higher than the rate of heat extraction, the local temperature rises. In the extreme case where the heat extracted is negligible, the process becomes adiabatic, with a maximum of temperature rise. This regime of localization produces what is commonly referred as “adiabatic shear bands (ASBs)” which have well defined characteristics and exhibit a commonality of microstructural evolution features across the different classes of metals: FCC, BCC, HCP alloys, metallic glasses, and composites. We evaluate the broad literature published on ASBs (totaling ~ 2,000 papers) in this review, focusing on the more recent work and presenting the principal experimental techniques, mechanical and microstructural features. The following are important elements in our evaluation:

1. **Industrial and military applications.** Adiabatic shear bands are an important localized deformation mechanism which has great importance in machining, forging, and other industrial operations. In forging and forming it is undesirable, whereas in cutting and machining it is often desirable. The relevance of ASBs in ballistic applications is also recognized globally. Armor designers develop materials that can resist this dramatic shear localization, which causes plugging of the target with increased vulnerability. Similarly, ASB formation in projectiles is precursor to catastrophic failure. One exception is tungsten-based kinetic energy penetrators which are replacing depleted uranium. The formation of ASBs at the tip, during the penetration process, keeps the projectile sharp and increases it effectiveness. Cheng et al. \([462]\) developed a novel multiphase tungsten alloy. The failure of this alloy under dynamic compression was mainly attributed to the shearing in the loading direction without
significant plastic deformation. The experimental and numerical simulation studies [463] prove that its unique ‘self-sharpening’ property (due to the formation of shear bands at the tip of projectiles) can improve the penetration performance.

2. Experimental techniques. There have been, since the early 1878 experiments by Tresca and the 1928 Kravz-Tarnavskii identification of shear bands, numerous techniques utilized to generate shear bands and, in the limit, adiabatic shear bands [455]. These can be roughly classified into:

   (a) Compression Hopkinson (Kolsky) bar experiments using a variety of specimen geometries, varying from simple cylinders to more complex shapes and generating controlled simple shear in prescribed regions.

   (b) Torsional Hopkinson (Kolsky) bar experiments on specimens with a hollow cylinder shape. A torsional elastic wave is launched into the incident bar and generates a simple shear stress state in the reduced portion cylinder, which can be assumed to be homogeneous.

   (c) Contained cylindrical explosive geometry with the explosive either placed inside or outside a hollow specimen; special fixtures to generate prescribed and controlled strains have been successfully developed. This geometry leads itself well to the study of the collective behavior of shear bands.

   (d) Ballistic experiments where a projectile is fired against a target, generating shear bands in both.

   (e) Machining experiments generating chips with shear bands.

3. Simple criteria for shear-band initiation. These have been developed since the seventies and assumed that stress is a function of strain, strain rate, and temperature. These simple criteria assume that the process is adiabatic. The critical strain for localization is defined at the point at which the stress change with increased strain becomes negative. These criteria are named after their originators: Culver [2], Recht [1], and Staker [40] are prominent among them.

4. More advanced criteria for shear localization. The incorporation of heat transfer into the analysis requires the use of perturbation methods. This was done by Clifton [229], Bai [43], Fressengeas and Molinari [250], Molinari [457] as well as Burns and Trucano [41]. These analyses are more exact and provide different critical strains which depend on strain rates. As strain rates increase, critical strains in general decrease because of the decrease in thermal diffusion.

5. Shear-band width. The thickness of the adiabatic shear bands depends on a number of material parameters; expressions were proposed by Bai-Dodd [268], Grady [161], and Molinari [270]. Their predictions are significantly different but nevertheless of the same order of magnitude, which is in the micrometer range, for most metallic materials: 5–200 µm. In general, the width
decreases with increasing strength, thermal softening, and with decreasing initial temperature, heat capacity and thermal diffusivity.

6. **Temperature rise.** The deformation times and temperature excursion inside shear band have been calculated at increasing levels of complexity. Simple closed-formed analyses assume adiabatic heating as a first stage and heat extraction from the band to the surrounding, as a second stage. More advanced approaches involve finite elements and concurrent deformation and heat transfer. Measurements are being conducted with increasing accuracy using diagnostics with the capability of focusing on smaller areas; however, these are still larger than the shear-band thickness.

7. **Spacing of shear bands.** Both contained external and internal explosive systems in a cylindrical geometry have been used to determine the spacing of shear bands. The shear-band spacing has been established in steels, titanium and its alloys, and has been successfully compared with mathematical predictions by Wright and Ockendon [162] and Molinari [163] (based on the

---

**Fig. 76.** (a) TEM micrograph in the fillet area from interrupted dynamic tests, the dynamically recrystallized grains formed in the highly dislocated area are indicated by arrows [281]; (b) Montage of SEM micrographs of a shear-band tip showing variation in shear deformation from grain to grain [158].
The evolution of shear-band spacing in these materials has also been studied, and the spacing increases with the propagation distance; this latter is due to the shielding effect by the leading shear bands.

Fig. 77. (a) Shear stress as a function of accumulated shear strain for titanium undergoing dynamic recrystallization (solid curve) and pseudo-titanium which does not (dashed curve). Upon the onset of ASB, titanium becomes softer than pseudo-titanium because of DRX; (b) Dislocation densities in the shear band as a function of accumulated shear strain for titanium (solid curve) and pseudo-titanium (dashed curve). DRX produces a collapse of dislocation density. The applied strain rate is $5 \times 10^4$ s$^{-1}$ [445].

Fig. 78. Grain refinement and amorphization in monocrystalline NiTi micropillars under uniaxial compression [446]: (a) SEM micrograph of the plastically-deformed micropillar; (b) bright-field TEM micrograph of the localized shear band oriented at an angle of 45° to the loading direction; (c) a magnified image and the SADP of the region marked with a green box in (b); (d) a schematic drawing shows the plastic deformation of the nanocrystalline NiTi micropillar where the blue lines represent the residual martensite.

fastest growth rate of perturbations), and Grady and Kipp [161] (based on momentum diffusion). The evolution of shear-band spacing in these materials has also been studied, and the spacing increases with the propagation distance; this latter is due to the shielding effect by the leading shear bands.
8. Micro/nanostructural evolution. The microstructural evolution in shear bands might include a number of processes dictated by the phase transformation and internal structural reorganizations required by severe plastic deformation. The traditional literature divided the shear bands into deformed and transformed, based on optical microscopy observations. The use of modern characterization tools, and especially transmission electron microscopy, pioneered by Me-bar and Shechtman [62] and Meyers and Pak [326] has revealed a greater complexity in the structures. Many of the bands that were classified into “transformed” by virtue of being virtually featureless in optical microscopy observation actually had the same crystallographic structure as the matrix. However, grains were so small (50–200 nm) that they escaped optical observation, being beyond its resolution.

9. Propagation velocity of ASBs. The early experiments by Marchand and Duffy [101] already showed that the shear band has a front. Continuum and finite element calculations by Molinari and coworkers [275,276] established the relationship between applied velocity and ASB propagation velocity in simple shear. Kalthoff [183], Zhou et al. [115], Wright [458] and Guduru et al. [153] developed experiments designed to obtain the relationship between imparted velocity to system and ASB propagation velocity.

10. Recrystallization within shear bands. In the absence of phase transformation, it has been found that the structure within the shear band evolves from dislocations to the formation of sub-grains, which progressively break up into equiaxed grains with dimensions of diameter in 50–200 nm. This evolution is a rotational dynamic recrystallization (DRX) process which was proposed in 1996 [336]. The appearance of these nano and ultrafine grains is associated with a drastic decrease in the dislocation density and associated flow stress and significant rotations.

11. Metallic glasses and nanocrystalline materials. The virtual absence of work hardening in metallic glasses makes them especially prone to shear localization, which can develop at quasistatic loading rates. One may consider this as an isothermal process, but experiments by Lewandowski and Greer [355] showed a significant temperature rise. Although there is considerable debate over this point, thermal softening can play an important role in the deformation and localization in metallic glasses. Nano-crystalline metallic materials exhibit, mostly, a very low work hardening rate and this predisposes them to shear localization. For titanium, it was observed that the shear band in the ultrafine grained condition (100 nm) is thinner (~10 µm) than the coarse-grained counterpart (~30 µm).

12. Constitutive equations. Throughout the literature and in this review, a broad range of constitutive equations have been introduced to treat ASBs either analytically or computationally. We emphasize that all equations have their value and their most important characteristic is their ability to describe as faithfully as possible the thermomechanical response. As an illustration, we list here the various equations in this overview by their numbers, starting with the general formulation expressed in Eq. (1).

These equations use power, exponential, and linear functions to describe the main effects of work hardening, strain rate hardening, and thermal softening. They also use normal stresses and strains alternatively, shear or effective (or equivalent) stresses and strains. These equations, which permeate the text, are: 9, 15, 16, 23, and 28.

15. Critical evaluation and recommendations

Both the mathematics and the materials/mechanical aspects of adiabatic shear localization have been the object of monographs, among which one by Wright [12] and one by Dodd and Bai [9–11]. The latter is a collection of authoritative articles by globally recognized experts and includes, in addition to metals, polymers and granular materials. The large number of specialized papers, over one thousand, could induce an outsider to think that this is a ‘dead’ field and that little knowledge can be gained by further pursuing it. However, this is not the case, and the development of new experimental and computational methods is revealing new aspects and addressing points that have yet to be resolved.

The deformation involved in impact, explosions, penetration, shatter, fragmentation, and in a variety of rapid deposition of energy events requires specialized diagnostics, since the phenomena take place in an extreme regime where times ranging from tens to millions of a second. Significant progress has been made in our understanding enabled by innovative diagnostics, advanced analysis, state-of-the-art characterization, and ever more realistic modeling methods. On the characterization side, the focused ion beam (FIB) is playing an important role in extracting samples from very narrow regions for subsequent observation. Transmission electron microscopy (TEM) has been used since the 1980s but novel characterization techniques such as HRTEM and SEM-EBSD are playing an increasingly important role in this endeavor. On the analytical side, crystal plasticity and molecular dynamics are increasingly contributing. The development of experimental setups whereby the sample surface can be monitored during deformation proceeds is also an added approach for the further investigation of the formation procedure of the ASB or shear fracture. The following are the most important aspects in the study of ASBs that need further study:

1. In-situ experimental examination of the two-dimensional deformation evolution of shear band: This has three components:

(a) Propagation velocity as a function of applied stress. Zhou et al. [115] obtained for the first time an extremely characteristic of shear bands: their propagation velocity. This is far from a closed subject and it would be desirable to establish experimentally how the velocity is related to the applied stress and, more generally, to the constitutive response in metals and alloys. The Mercier-Molinari [448] theory which predicts this velocity should be tested for different materials and stress levels.

(b) The temperature rise. It plays the most significant role in the formation of the shear bands, and is being established with growing precision as the experimental methods evolve and enable the measurement over smaller and smaller dimensions [456]. A study that has shown this in an excellent manner is the work by Guo et al. [225].

(c) Thermal softening effect at high rates. The microstructural transformations that are well documented undoubtedly affect the thermal softening since they determine the strength. We do not know softening other than the simple evaluation by Andrade and
Meyers [108] and detailed analysis by Lieou and Bronkhorst [445,454]. The width and spacing of shear bands are directly related to this softening. The constitutive modeling by Molinari and Ravichandran [449] should be extended and generalized.

2. A better understanding of the rate sensitivity on work hardening is needed for improved constitutive description at high rates and temperatures, leading to the major structural changes in shear bands. The Los Alamos MTS model pioneered by Kocks and coworkers [450] includes the effect of rate sensitivity of work hardening through a dislocation evolution term (dislocation generation and annihilation), but the physical basis needs experimental verification in this extreme regime.

3. An ultrafine grain/nanocrystalline structure is universally observed in shear bands, but the relative contributions of rotational recrystallization, post-deformation recrystallization and grain growth processes have still not been quantified.

4. The self-organization of the bands has been conducted for a number of materials. However, the change in spacing of shear bands as their length increases has not yet been successfully modeled. This is a problem that lends itself well to FEM analysis. Further combined experimental/analytical investigation is needed to develop a predictive understanding of this behavior including two-dimensional effects.

5. Grady [160,161] proposed the concept of shear-band toughness as a quantitative measure of the resistance of a material to shear localization. This line of research should be continued with the goal of generating operational parameters that assist in materials selection.

6. The evolution of the structure in adiabatic shear bands shows great similarities with severe plastic deformation (SPD) processes such as ECAP and high-pressure torsion (HPT). This has been interpreted in terms of the equivalence of the Zener-Hollomon parameter. Li et al. [443] extended this analysis to incorporate other effects, such as the dislocation density. This can lead to a modified Zener-Hollomon parameter, possibly through the addition of an energetic term.

7. The exact nature of the interaction between solute atoms and dislocations in dynamic strain aging at high strain rates requires more experiments and modeling. While thermal softening is elevated, the strain rate sensitivity is reduced (or even negative), the tendency for shear localization is raised. New theories, especially in the atomistic scale, need to be incorporated to understand the influence of dynamic strain aging on the shear localization of materials. For instance, it has been suggested recently that dynamic strain aging does not require a long-distance diffusion, but rather atomistic “hopping” in the vicinity of the dislocation core [451], suggesting that the DSA effect is stronger than expected, even in the high strain-rate regime where shear localization is expected.

8. Cold spray fabrication. This is an important method by which metal particles are accelerated to high velocities (500–1,000 m/s) and impact a target, bonding to it. Although it has been claimed that adiabatic shear localization plays a key role in the bonding process, this is still a matter of contention.

9. Bulk metallic glasses. The precise mechanisms of initiation and propagation of shear bands in BMGs are still not understood. Nevertheless, they play a seminal role in their deformation. Molecular dynamics simulations have been used with a special filtering method to reveal the formation of the STZs. Non affine displacements, local heterogeneities, and shear localization were identified. This is an example of a computational approach that can distinguish between the different atomic movement processes and separate free volume from thermal contributions to softening and shear localization. Additional studies of this nature are needed.

As a final remark, the confluence of mechanics and materials has always yielded the most rapid progress in our understanding of the relationship between the structure and mechanical properties of materials, and shear bands are a sterling example where this close interaction has led to the fastest progress. Mechanicians develop analytical and computational models which can be tested through carefully planned experiments. These experiments have to be designed with the testing of mechanics hypotheses in mind. Materials Scientists conduct advanced characterization experiments which were initially on recovered specimens but are increasingly being in situ to document the structural changes prior to, during, and after localization. The communication between these two disciplines will continue to drive the progress in our understanding of ASBs.
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